Wprowadzenie do symulacji i metod Monte Carlo 12.11.2019

Lista nr 3
Pawel Lorek

X ~ Gumbel z parametrami 1 € R oraz o0 > 0: dystrybuanta F(z; ju, o) =exp(—e~@#/7),

1. Ciagta wersja metody eliminacji. Cel: chcemy wygenerowaé¢ zmienna losowa X o
gestosci f(x) umiejac generowac Y o gestosci g(y), gdzie f(z) < cg(x) dla ¢ > 1.
Algorytm:

1. Wygeneruj Y z gestoscia g(y)
2. JeslicUg(Y) < f(Y) (gdzie U ~ U(0, 1) niezalezna od Y') to podstaw X :=Y
3. w przeciwnym przypadku GOTO 1

Podaj dowod poprawnosci algortymu (tzn., ze wynikiem jest zmienna losowa X o
gestosci f(x)).

2. Niech U ~ U(0,1). Dla p € (0,1) zdefiniujmy
5 — L log U J .
log(1 — p)

3. Pokaz, iz dla U ~ U(0, 1) zmienna X = —log(—log(U)) ma rozktad Gumbela z
parametrami ¢ = 0,0 = 1. Jak z X uzyska¢ zmienng o rozktadzie Gumbela z
dowolnymi parametrami p,o >0 7

Jaki rozkltad ma zmienna X7

4. Niech X ma dystrybuante F'i chcemy wygenerowaé¢ zmienna losowa o warunkowym
rozkladzie X|X € (a,b) gdzie P(X € (a,b)) > 0. Niech

V = F(a) + (F(b) — F(a))U, gdzie U ~U(0,1)

Pokaz, ze Y = F* (V) ma zadana warunkowa dystrybuante G, gdzie

0 T < a,
2) =< Flz)—F(a)
G(x) Fo) = Fla)’ a<zx<b,
1 x> b.

5. (a) Niech U ~ U(0,1). Pokaz, ze X = tan(w(U — 1/2)) ma rozktad Cauchyego,
tj. gestosé f(z) = m

(b) Podaj inny sposob wysymulowania zmiennej losowej o rozktadzie Cauchyego.
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6. Niech U ~ U(0,1) oraz Y = |U'| (|z] to najwieksza liczba catkowita mniejsza

lub réwna QT) PokaZ, ze P(Y = k?) = m, k= ]_,2 Ce
7. Podaj algorytm i oblicz ¢ prawdopodobienistwo akceptacji na wygenerowanie metoda
eliminacji dyskretnej liczby losowej X z funkcja prawdopodobienstwa {pg, k =

1,2,...}, gdzie
6 1

Pﬁ’ ]{321,2,

Pr =
8. Podaj algorytm i oblicz ¢ prawdopodobienistwo akceptacji na wygenerowanie metoda
eliminacji dyskretnej liczby losowej X z funkcja prawdopodobienstwa {pg, k =

1,2,... dzi = ——.
) &y }7g Z1€ Di; 7T4 k4

9. Pokaz jak metoda eliminacji wylosowa¢ zmienna losowa o roztadzie N(0,1) uzy-
wajac zmiennej losowej Exp()), tj. o gestosci ga(y) = Ae™1(y > 0). Dla jakiego
A prawdopodobieristwo akceptacji jest najwieksze?

10. Podaj (i wyjasnij) metode eliminacji do symulowania zmiennej losowej z rozktadu
X ~ N(0,1) przy pomocy zmiennej losowej Y z rozkladu Cauchyego. Wskaz
optymalne c.

Czy mozna symulowa¢ metoda eliminacji zmienng losows z rozktadu Cauchyego
za pomoca zmiennej losowej z rozktadu normalnego?

11. (a) Oblicz gestos¢ max(Uy,...,U,), gdzie U;,i = 1,...,n sa iid o rozkladzie
U(0,1).

(b) Pokaz, jak wysymulowa¢ zmienna losowa o gestosci

N

f(x) :Zaja:j, 0<z<1

Jj=1

metoda superpozycji — podaj jaki warunek musi spetniaé¢ ciag (a;).
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