
Health Insurance Mathematics: Assignments (1)

1. (10p) Describe examples 2-5 (see attached scan).

2. (10p) Describe examples 6-8 (see attached scan).

3. (10p) Describe examples 9-11 (see attached scan).

4. (5p) Let {S(t)} be a Markov chain. Check that

P(S(u) = j, S(w) = k|S(t0) = i0, ..., S(tn) = in) = P(S(u) = j|S(tn) = in)P(S(w) = k|S(u) = j)

for t0 < t1 < ... < tn < u < w.

5. (5p) Check that (Chapman – Kolmogorov equation)

Pi,j(t, u) =
∑
k∈S

Pi,k(t, w)Pk,j(w, u) for t ≤ w ≤ u.

6. (10p) Prove that Kolmogorov differential equations hold.

7. (15p) Derive all transition probabilities for the model described in example 6. Then, assume that the
transition intensities are constant and derive formulas for the corresponding transition probabilities
(hint: see the attached scan).

8. (15p) Derive all transition probabilities for the model described in example 7. Then, assume that the
transition intensities are constant and derive formulas for the corresponding transition probabilities
(hint: see the attached scan).

9. (15p) Derive all transition probabilities for the model described in example 8. Then, assume that the
transition intensities are constant and derive formulas for the corresponding transition probabilities
(hint: see the attached scan).

10. (20p) Derive all transition probabilities for the model described in example 9. Then, assume that the
transition intensities are constant and derive formulas for the corresponding transition probabilities
(hint: see the attached scan).

11. (15p) Derive all transition probabilities for the model described in example 10. Then, assume that the
transition intensities are constant and derive formulas for the corresponding transition probabilities
(hint: see the attached scan).

12. (15p) Derive all transition probabilities for the model described in example 11. Then, assume that the
transition intensities are constant and derive formulas for the corresponding transition probabilities
(hint: see the attached scan).




















