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Bonferroni correction

1. For t ∈ [0.2, 4] graphically compare g1(t) = 1−Φ(t) with g2(t) = φ(t)
t

and g3(t) = φ(t)
t

(
1− 1

t2

)
.

Make two plots: represent gi(t) directly and plot the ratios g1(t)/g2(t) and g1(t)/g3(t).

2. For p ∈ (102, 109) graphically compare g1(α, p) = Φ−1
(
1− α

2p

)
for α = 0.01, 0.1 and 0.5 with

c(p) =
√

2 log p and with g2(α, p) =
√
B − logB, where B = 2 log

(
2p
α

)
− log(2π). Make two

plots: represent these functions directly and plot the ratios g1(α, p)/c(p) and g1(α, p)/g2(α, p).
Use the log scale on the x axis.

3. Let p = 108 and Y1, . . . , Yp be iid fromN(0, 1). Simulate �ve trajectories ofMk = maxj∈{1,...,k}|Yi|,
k = 10ind, where ind ∈ {1, . . . , 8} and compare them to the graph of gk =

√
2 log k. Draw also

the graph of trajectories of Mk/gk. Use the log scale on the x axis.

4. Distribution of the normalized chi-square test. For p = 100, 500, 1000, 5000 simulate 1000 in-
dependent vectors X1, . . . , X1000 from the multivariate normal distribution X ∼ N(µ, Ip×p)
with

a) µ1 = . . . = µp = 1

b) µ1 = . . . = µp = p−0.2

For each of these setups draw the histograms of the normalized chi-square statistics Zi =
||Xi||2−(n+||µ||2)√

2n+4||µ||2
and compare it to the density of the standard normal distribution. Comment on

the results using the theory learned in class.

5. For p = 5000 estimate the power of the Bonferroni, Fisher and chi-square tests against alter-
natives:

a) µ1 = 1.2
√

2 log p, µ2 = . . . = µp = 0

b) µ1 = . . . = µ1000 = 0.15
√

2 log p, µ1001 = . . . , µ5000 = 0

Calculate the standard errors of your estimates of power.
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