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* statystyki praktycznej
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= Wykiadowca : dr. hab, prof. UWr
Matgorzata Bogdan

= Biuro: 513
= Godziny konsultacji:
= Czwartki 11:00-12:00

Oceny

= Zaliczenie laboratorium
= A) Rozliczone wszystkie sprawozdania

= B) Dwa kolokwia na wykfadzie: 5
kwietnia, 7 czerwca

= Zaliczenie wykladu — egzamin w sesji

= Ocena bardzo dobra z laboratorium
zwalnia z egzaminu

i Ksigzki

n Statistics for the Life Sciences, Myra L.
Samuels i Jeffrey A. Witmer

= Introduction to the Practice of Statistics,
David S. Moore, George P. McCabe, Bruce A.
Craig

= Listy zadan dostepne w internecie

i Dane

Danych uzywamy aby odpowiedzie¢ na

rézne pytania naukowe

= Na ogot dane charakteryzuja sie losowa
Zmiennoscia

= Oceniamy informacje zawartg w danych

= Chcemy odrozni¢ sygnat od losowego
szumu

i Co to jest statystyka?

. Nauka dotyczaca zrozumienia danych i
podejmowania decyzji w obliczu
losowosci

. Zbiér metod do planowania
eksperymentu i analizy danych
stuzgcych do uzyskania maksimum
informagji i iloSciowej oceny ich
wiarygodnosci
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Przyktad 1

= Badania dotyczace wptywu aktywnosci fizycznej na
poziom cholesterolu. Pytanie - Czy poziom cholesterolu
jest nizszy u osob, ktore ¢wicza ? Przeprowadzono
kwestionariusz na losowo wybranej grupie osob.
= Ludzie maja naturalnie rézne poziomy cholesterolu
. I’!()iny §topnier’1 zaangazowania w realizacje planu
¢wiczen
= Wplyw diety
« Cwiczenia moga wplywaé na inne czynniki (np.
apetyt)

Przyktad 2

= Eksperyment mikromacierzowy
porownuje komorki rakowe i normalne.
Czy dwukrotnie wyzszy zaobserwowany
poziom ekspresji genu dowodzi zwiazku
aktywnosci genu z choroba ?

= Czy mamy powtdrzenia eksperymentu ? Czy
w kolejnych powtorzeniach wyniki sg
podobne ?

= Jak ustali¢ wtasciwg wartos¢ krytyczng ?

Przykfad 3 (Lokalizacja genéw)

= Gen o dwdch allelach — trzy genotypy AA, Aa,
aa

= Dzielimy kiosy zyta odpowiednio na trzy
grupy

= Czy rdznice w przecietnej wydajnosci miedzy
tymi trzema grupami sg wystarczajaco duze
aby stwierdzi¢ bliskos¢ genu
odpowiadajgcego za wydajnosc¢ ?

i Przyktad 4

= W artykule wyczytalismy, ze

stwierdzono, ze 80 % pieszych
bedacych ofiarami nocnych wypadkow
samochodowych nosito ciemne ubrania
a 20 % jasne ubrania. Wyciagnieto
whniosek, Zze w nocy bezpiecznie jest
nosic jasne ubrania.

= Czy przeprowadzone badania

upowazniaja do takiej konkluzji ?

Przyktad 5
Reakcja owiec na bakterie waglika —

i eksperyment Pasteura

Reakcja Szczepione Nie szczepione
Smier¢ 0 25

Przezycie 25 0

Procent 100 % 0 %
przetrwania

Przyktad 6

Rozwoj raka watroby u myszy

wynik E.coli Wolne od
zarazkow

Rak watroby |8 19

Zdrowa 5 30

Suma 13 49

Procent myszy |62 % 39 %

z rakiem

watroby
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= Przykfad 5 — brak zmiennosci — mocna
konkluzja

= Przyklad 6 — duza zmienno$c¢ — staba
konkluzja

= Jak duza musi by¢ préba abysmy w
oparciu o nig mogli dowie$¢ wptywu
czynnika na wynik eksperymentu ?

iPrLesna ukowy/statystyczny

= Pytanie naukowe

= Planowanie eksperymentu

= Eksperyment / zbieranie danych
= Analiza danych

= Whioski statystyczne

= Whnioski nhaukowe

i Préba, Zmienna

= Proba

= Obserwacje lub wyniki eksperymentu

= Reprezentuje kolejne realizacje eksperymentu
= Przyktady

= Wysokosci 10 ktoséw zyta (10 obserwacji)

= Poziom hemoglobiny u 35 dawcéw

= Kolor i ksztatt 556 fasolek w drugiej generacji
(z6tte/zielone, gtadkie/pomarszczone)

*

= Rozmiar proby
"y
= N=10,n=35,n=556
= Zmienna
= T0 co mierzymy

= Wysoko$¢, poziom hemoglobiny,
kolor/ksztatt

i Rodzaje zmiennych

Zmienne

~_

~

Jakosciowe TloSciowe

N FAEEERN

s N s N
Porzagdkowe Nie porzadkowe Ciggte Dyskretne

i Rodzaje zmiennych

= Jakosciowe — kwalifikujgce do kategorii
= Porzadkowe : wybory w ankiecie ; nigdy,
rzadko, czasami, czesto, zawsze
= Nie porzadkowe : faktura, kolor; gtadkie &
7061te, gtadkie & zielone, pomarszczone &
206Mte, pomarszczone & zielone




*

= IloSciowe — wynik jest liczbg
= Ciggte : wzrost, waga, stezenie
= Dyskretne : liczba wadliwych elementdw,
liczba gtadkich i zottych fasolek
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i Oznaczenia

= Rozmiar proby = n, czasami ny,n,
«zmienne : X,Y,Z; np. Y=wzrost

+ obserwacje (wyniki) : x,y,z

+ Wielokrotne obserwacje y4,Y2,.-/Yn

Reprezentacja danych
jakosciowych: Tabela czestosci

Fasolki:gtadkie/pomarszczone, zielone/zétte

Klasy Liczba
Gfladkie, zotte 315
Gtadkie, zielone 108
Pomarszczone, zote 101
Pomarszczone, zielone 32

i Wykres stupkowy

F2 Peas

round, round,
yellow green

wrinkled,

yellow

wrinkled,
green

i Dane iloSciowe dyskretne

= Liczba potomkdéw u n=36 macior.
Liczba potomkow jest liczbg
catkowitg (zmienna dyskretna).

i Dane

10 [12 [0 [7 -Z
14 |11 |10 [13 [0 |10

8 11 |7 13 |12 |13

10 |8 5 11 |11 |12

11 |11 o 8 12 |10

9 11 |10 |12 |10 |9
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Histogram
’ -
i Rozktad czestosci _
¢ 10
2 9
Liczba potomkdéw Liczba macior 2 8
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Jak wybiera¢ klasy

i Histogram i

. . nKazda obserwacja musi wpada¢ do doktadnie
= Zwykle jest pomocne grupowanie

dob h ob b jednej klasy (klasy sa roztaczne)
podobnych obserwadji mRozmiar (szeroko$¢) wszystkich klas jest

= Tak na ogdt postepujemy z danymi zwykle taki sam
ciggtymi sUzywamy wygodnych granic, np. 20-29 a nie

= Definiujemy “klasy” obserwacji i 19.82-29.26 ‘
zliczamy liczbe obserwacji w kazdej sUzywamy 5 do 15 klas dla umiarkowanych
klasie zbioréw danych (n < 50); wigcej gdy proba jest

duza
Przyktad
= Dane : dtugos¢ todygi papryki (n=15) = Min=10.9, max=14.1, zakres=max-min=3.2

= Wybieramy szeroko$¢ klasy, np. 0.5 i punkt
poczatkowy 10.5 aby pokry¢ przedziat 10.5 —

12.4 12.2 13.4 12.2 14.5.
= Liczymy rozktad czestosci i rysujemy
histogram.
121 |11.8 |135 |12 14.1 = Zmieniamy szeroko$¢ klas aby uzyskac

pozadany ksztatt

= Za mafa szerokos¢ klas = * " postrzepiony”, za
12.7 13.2 12.6 11.9 13.1 duza = tracimy informacje




i Tabela czestosci
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Klasa Czestosc
10.5 - 10.99 1
11.0 - 11.49 0
11.5 - 11.99 2
12.0 - 12.49 5
125 - 12.99 2
13.0 - 13.49 3
135 - 13.99 1
140 - 14.49 1

Histogram

Frequency
O=2NWrOIO

Bins

10.99]11.49]11.99|12.49|12.99|13.49|13.99|14.49

*

» Czasami rysujemy histogramy czgstosci
wzglednej = czestos¢ / n

m Uzyteczne gdy chcemy porownac kilka
zbioréw o roznych rozmiarach

i Przyktad Serum CK

*

= Min=25, max=203

= Rozstep =178

= Szerokos¢ klasy =20
= Punkt poczatkowy=20

121 82 100 151 68 58
95 145 64 201 101 163
84 57 139 60 78 94
119 104 110 113 118 203
62 83 67 93 92 110
25 123 70 48 95 42

Serum CK Czestosc

20 - 39 1

60 - 79 7

80 - 99 8

100 - 119 8

120 - 139 3

140 - 159 2

160 - 179 1

180 - 199 0

200 - 219 2

Suma 36
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Ck conosnfration

*

= Centralny szczyt (moda) w okolicach
100 U/Li

= Zasadnicza masa rozkfadu miedzy 40 a
140 U/Li

= Niesymetryczny — sko$ny na prawo

Cafkowanie powierzchni pod
histogramem (réowna szeroko$¢
klas)

= Odcinek 60 -100 U/Li

= 42 % catkowitej powierzchni pod
histogramem

= 42 % (16 out of 36) wartosci CK

i Nierowna szerokos¢ klas

= Powierzchnia pod histogramem nie jest
proporcjonalna do czestosci

= W tak * “spaczonym” histogramie (patrz
nastepna strona) powierzchnia miedzy 140 —
220 stanowi 39 % catkowitej powierzchni
(tylko 14 % obserwacji)

= Rozwigzanie — Podzieli¢ odpowiednig czestos¢
przez liczbe zgrupowanych klas

= O$Y na przeksztatconym histogramie —
$rednia czesto$¢ w zgrupowanych klasach

Distoried histogiam

4 00 1m0 ES)
CK concantration

Transformad hizbgram

oW W 1m o 20




i Opis histogramu (rozktadu)

= Symetryczny / asymetryczny

= Skosny na prawo lub lewo

= Jednomodalny (jeden gtdwny wierzchotek)
= Dwumodalny (dwa gtéwne wierzchotki)

= Rozrzut (duzy lub maty)
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i Statystyka

= Statystyka — funkcja proby

= Przyktady statystyk

préba: y,=24, y,=35, y;=26 ,y,=36
min=24, max=36, t=y,;+y,=59

Miary potozenia rozktadu

= Srednia z préby

. symbol Y oznacza liczbe (Rrytmetyczna érednia ¢
obserwacji)

. Symbol ? oznacza pojecie $redniej z proby

. Srednia jest * * érodkiem ciezkoéci” zbioru danych

i Przyktad: Przyrost wagi owiec

= Dane : 11, 13, 19, 2, 10,1
] Y1=11’ y2=13""’ y6=1

6
Zyl. =y + 1y, oty =11+13+...+1=56
i=1

7=56/6=9.33

i Odchylenia

dev,=y, -y
dev, =y, -y =11-933=1.67

> dev;=?

i Mediana prébkowa

= Ustawiamy obserwacje w porzadku
rosngcym

= Srodkowa obserwacja jezeli n jest
nieparzyste

= Srednia z dwdch $rodkowych wartosci
gdy n jest parzyste




i Przyktady

= Przykiad 1 (n = 5)
= Dane: 6.35.97.06.95.9
= Srednia z proby y = 32/5 = 6.4
= Mediana =

= Przykiad 2 (n = 6)
= Dane: 366 327 274 292 274 230
= Srednia z proby y = 293.8
= Mediana =
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Srednia a mediana

= Przykiad 1 (n = 5)
= Dane: 6.35.97.06.95.9
« Srednia y = 32/5 = 6.4
= Mediana = 6.3

= Blad w zapisie danych
= Data: 6.35.9706.95.9
= Srednia y = 19
= Mediana = 6.3

Srednia a mediana

= Mediana dzieli powierzchnie histogramu
na potowe

= Jest odporna — nie majg na nig
wptywu obserwacje *  odstajace”

= Srednia to " " $rodek ciezkosci”
histogramu

= Obserwacje odstajgce majg duzy wptyw
na $rednig — $rednia nie jest odporna

i Srednia a Mediana

= Jezeli histogram jest w przyblizeniu

symetryczny to $rednia i mediana sg zblizone.

= Jezeli histogram jest skosny na prawo to
$rednia jest zwykle wieksza niz mediana.

= Obie miary potozenia sg jednakowo wazne

=« Srednia jest czesciej wykorzystywana do
testowania i estymacji (czego nauczymy sie
wkrotce).

i Kwartyle

= Kwartyle dzielg zbior danych na cztery
grupy.

= Drugi kwartyl (Q2) to mediana.

= Pierwszy kwartyl (Q1) to mediana
potowy obserwacji lezacych ponizej Q2.

= Trzeci kwartyl (Q3) to mediana potowy
obserwacji lezagcych powyzej Q2.

i Przyktad

= Dane: 3562174




Przyktad (n=15)

7 12 (8 |2 |4 |3 |5 |5

4 |3 |4 |5

6 (9 |3

i Wykres pudetkowy (Boxplot)

= Boxplot — graficzna reprezentacja
mediany, kwartyli, maximum i minimum
z danych.

=~ Pudetko” powstaje z obrysowania
kwartyli

= Linie ciggq sie do wartosci
najmniejszej i najwiekszej.
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i Rozstep miedzykwartylowy

= IQR=Q3-Q1

BoxPlot

i Zmodyfikowany Boxplot

= Obserwacja odstajaca
= Np. btad w zapisie danych, btad maszyny,
zmiana warunkow eksperymentu
= Ktore obserwacje sg odstajace ?
= Typowa propozycja:
= Dolna granica = Q1 - 1.5*IQR
= Gorna granica = Q3 + 1.5¥IQR

mDane: 1223344456¢67
8 15 16

10
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N !

Miary rorzutu

= Opis danych : ksztatt, centrum, rorzut
= Miary rozrzutu
= Rozstep (max — min) — bardzo wrazliwy na
obserwacje odstajace, nieprzydatny do
testowania
= Rozstep miedzy-kwartylowy (IQR=Q3-Q1)
— rozstep srodkowych 50% obserwacji
= Standardowe odchylenie/ Wariancja
= Wspotczynnik zmiennosci (CV)

Prébkowe odchylenie
standardowe (SD, symbol s)
Wyrazone w jednostkach pomiarowych

Méwi jak przecietnie obserwacje sg
odlegte od srednie;j.

s= i (7, =¥) /(n—1) (definition)
= (iyiz —ny*)/(n—1) (calculations)

*

s = ﬂ ,where
n_

8§=2. (0 =¥)' =2y} —ny’
i-1 i=1

i Prébkowa wariancja

= Przecietny kwadrat odlegtosci od
$redniej probkowej — s2

= Mierzona w jednostkach bedacych
kwadratem jednostek, w ktérych
wyrazone sg dane.

i Dlaczego n-1 ?

= s jest nieobcigzonym estymatorem wariangji
w populacji
= > dev;=0

n-1
dev, = —Z dev,
i=1

n-1 jednostek informacji = n-1 stopni swobody

11



i Miary rozrzutu

= Wspdtczynnik zmiennosci (CV)

CV=sly
= Przyktad
Dane : 35.1,30.6,36.9,29.8 (n=4)
= Rozstep =
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*

= Suma obserwacji: Xy = 35.1 + 30.6 + 36.9
+29.8 =132.4

= Srednia: y

= SD z definicji:
SS =

wariancja: s? =

*

= Wspodtczynnik zmiennosci: CV=

= Uwaga: Prosze zachowac duzo cyfr
znaczacych przy rachunkach.
Zaokraglamy dopiero na koniec.

i Standardowe odchylenie (cd)
Duze SD = Duzy rozrzut. Mate SD = maty

rozrzut.

= Ogdlne zasady

= Jezeli rozktad jest dzwonowy (bliski
normalnemu) wtedy zwykle

= 68% obserwacji jest w odlegtosci + 1 SD od

sredniej
= 95% obserwacji jest w odlegtoéci + 2 SD od

Sedniej

= >99% obserwacji jest w odlegtosci + 3 SD
od sredniej

i Nieréwnos$¢ Czebyszewa

= Nawet gdy rozktad nie jest normalny to

= Co najmniej 75% obserwacji jest w
odlegtosci + 2 SD od $rednigj

= Co najmniej 89% obserwacji jest w
odlegtosci + 3 SD od $redniej.

*

= Przykfad
13 14 12 14 13

12 17 14 13 19

14 1 10 14 15

13 20 20 18 12

12
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Przyktad cd i Poréwnanie miar rozrzutu i potozenia

= Srednia ) = 14.4 i odchylenie standardowe = Miary rozrzutu stuzg do oszacowania
s =2.9. zmiennosci w danych.
= Odpornos¢
= Zatézmy, ze mamy dosS¢ skupiony
" dzwonowy” (normalny) zbidr danych.
= Co sie stanie gdy jedna duza
obserwacje zastgpimy bardzo duza
wartoscia.

= Mediana
= Rozstep
= Srednia
= Kwartyle i rozstep miedzykwartylowy

= Standardowe odchylenie
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