Wyktad 2

* Wptyw przeksztatcen

+ Co sie stanie ze $rednig i odchyleniem
standardowym gdy zmienimy jednostki ?

* Stopnie Celsiusza €= stopnie
Fahrenheita

* dolary €=>» 1,000 dolarow

» Warto$c¢ faktyczna €=>» odlegtos¢ od
minimum

e cm to mm, in, nm, m, ft, itd.dolary : euro

» Zmiana jednostek na ogoét da sie zapisac
za pomocg funkgciji liniowej

* Czasamia=1orc=0
* Wspotczynnik kierunkowy a
» Statac

* Funkcja liniowa nie zmienia w zasadniczy
sposob ksztattu histogramu. Moze go
rozszerzyC (Ja| ), “sciesni¢” (|la|] ),
przesungc (c )i obréci¢” (a ).

y=ay+c
Np.
cy=18y+32
*y'=1/1000y ( +0)
* Y = (1Y - Ymin
+ Srednia
. y zmienia sig tak jak y tzn.
. y’:a )_/+C

» Odchylenie standardowe

» Odchylenie standardowe zalezy od wspdtczynnika
kierunkowego a. Stata ¢ nie ma wptywu na
odchylenie standardowe, poniewaz zalezy ono
jedynie od odchylen od $redniej.

« s’=la|s

Wptyw statej (odejmujemy 20)

y Dev y Dev
25 -1 5 -1
26 0 6
28 2 8 2
25 -1 5 -1
Mean 26 6

» Wariancja
Wariancje mnozymy przez aZ.
s2 = g2*s?
* Przykiad
+ Y- temperaturaw °F: y =98.6,s=0.9, s2=0.81
Pytanie 1: Oblicz $rednig, odchylenie standardowe

i wariancje dla tych samych danych wyrazonych w
stopniach Celsiusza.




Odpowiedz

Standardyzacja

» Pytanie 2: Jakich wynikéw nalezy oczekiwa¢ gdy
dane przeksztalcimy w nastepujgcy sposoéb
: Y'=(Y-Y)s,
tzn.Y'=1/sY - yls = (Y-98.6)/1.8 ?
* Odpowiedz:

Inne statytyski

* Funkcja liniowa zmienia mediang i
kwartyle tak jak srednig, a rozstep i
IQR tak jak odchylenie standardowe.

* Funkcje nieliniowe (np. logarytm) zmieniajg
ksztalt histogramu i na ogot nie ma dla nich
prostych formut umozliwiajgcych obliczenie
nowej $redniej i nowego odchylenia
standardowego. Parametry te liczymy z definic;ji
korzystajgc z “"nowego” zbioru danych.

* Przykiad : Y’=log(Y)
$rednia z y'# log ($rednia z y)
» Czasami uzywamy funkcji nieliniowych aby
przeksztalcic skosny zbior danych w zbiér
bardziej symetryczny.

Squsre otof ¥




Legry)

Préba a populacja : Wnioskowanie
statystyczne

» Co to jest populacja ?
— Zbiér z ktérego losujemy proébe i ktéry chcemy
opisac.
— Czasami rzeczywista, czasami abstrakcyjna
(nieskonczenie duza proba) .
— Préba powinna by¢ reprezentatywna dla
populacji.
* Whnioskowanie statystyczne
— Whioskowanie o populacji w oparciu o probe.

Préba

10 losowo wybranych studentow

30 pacjentéw bioracych Prozac

25 rzutdw kostka

Parametry : p1, ¢

Populacja
Grupa wykladowa
Wszyscy pacjenci bioracy Prozac

“wszystkie™ rzuty podobnymi kostkami

Probkowa Statystyki

/'me y’ s

Populacja I—E)
noo Y
>

Whiosko-
wanie

* p =srednia w populacji (wartos¢
oczekiwana)

* 0 = odchylenie standardowe w populacji =
pierwiastek z wartosci oczekiwanej dla
(Y-p)?

« Statystyki z proby sg estymatorami (stuzg
do oceny) parametréw catej populac;ji.

Przyktad

* Grupy krwi u 3696 oséb (Anglia)

Grupa krwi

Czestose

A

1,634

B

327

AB

19

o

1616

suma

3696

* W przyblizeniu 44% ludzi ma grupe krwi A.
— Czy nie bylo systematycznego btedu przy

probkowaniu?

— Czy rozmiar proby byt dos¢ duzy?

* Prdba : przyjaciele, pracownicy

* Ludzie nie sg reprezentatywni

* Grupy krwi moga by¢ mimo to
reprezentatywne

» Pomiary ci$nienia nie bytyby
reprezentatywne (w prébie mato starszych
ludzi — ci$nienie na ogot wzrasta z
wiekiem)




Populacja a préba

+ Srednia z proby na ogét rozni sie od wartosci oczekiwanej ($redniej
w populacji) ale w miarg wzrostu rozmiaru préby odlegtos¢ miedzy
tymi wielkosciami zbiega do zera.

+  Srednia z proby jest estymatorem wartosci oczekiwanej. Podobnie
prébkowe odchylenie standardowe i wariancja sg estymatorami
odpowiednich parametréw w populacji.

— Przyktad (rozmiar populacji=50, $rednia w populacji =26.48)
dane : 25.5 17.8 36.7 29.8 40.7 26.0 7.7 27.7 10.3 22.3 45.4
43.420.242.244.5 1.6 5.7 48.6 23.927.217.0 19.547.7 3.9
39.3 9.230.7 18.925.7 32.8 16.8 11.7 13.9 4.949.4 30.5 20.7
38.125.6 40.7 45.0 30.8 11.3 34.0 49.7 21.3 3.528.7 19.7 35.6

stopniowo powigkszamy prébe losowg do rozmiaréw
n=10,20,30,40

$rednia z proby : 23.5 (n=10), 27.3 (n=20), 26.7(n=30),

26.4(n=40)

Histogram z populacji i histogram
prébkowy
» Dane dyskretne (klasy)

v pi-frakcja osobnikéw w catej populaciji
kwalifikujgcych sie do kategorii i

v Mozna ustali¢ p; w oparciu o histogram
skonstruowany dla catej populaciji.

v' D, - estymator obliczony w oparciu o histogram
Z préby.

Przyktad

Rozmiar populacji =10000. 5 klas o tej same;j
czestoséci p=7.

" b ps
10 0.1 0.3
20 0.1 0.35
40 0.2 0.25
80 0.15 0.225
160 0.1625 0.1875
320 0.1781 0.1938




Histogramy a gestosci rozktadu
prawdopodobienstwa
» Dane ciggte

» Wiecej danych — wiecej klas — gtadszy
histogram
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Prawdopodobienstwo

Gdy rozmiar proby sie zwieksza a szerokosé
klas sie zmniejsza to histogram zbiega do
wykresu gestosci rozktadu badanej zmiennej w
populaciji.

Podobnie jak dla histogramu, pole pod
wykresem gestosci (catka) jest réwne frakc;ji
osobnikéw w catej populacji wpadajacych do
danego przedziatu.

To pole jest tez rowne p-stwu, ze losowo
wybrany osobnik bedzie w zadanym przedziale.

Gestosc¢

* Gestosé rozktadu prawdopodobienstwa spetnia

nastepujgce warunki:
—f(x) > 0 dla wszystkich x
— Catkowite pole pod wykresem f(x) wynosi ?

Tf(x)dx =7?

Przyktady rozktaddéw ciggtych

Rozktad jednostajny na odcinku [a,b]
f(x)=?
Rozktad wyktadniczy z parametrem A
f(x)="?




Rozktady ciggte cd.

» Rozktady ciggte okreslajg prawdopodobienstwa
tego, ze obserwacje wpadajg do pewnych
odcinkow

P(X €(a,b))= jif(x)dx

» Prawdopodobienstwo przyjecia konkretnej
dowolnej wartosci przez rozktad ciggly wynosi ?

» Niech Y ma rozkiad jednostajny na odcinku [0,1].

. P(Y=0.5)=2

Probkowanie

* Prosta préba losowa

» Kazdy osobnik z populacji moze byc¢
wybrany z tym samym
prawdopodobienstwem

»Wybory poszczegdlnych osobnikow sg od
siebie niezalezne

» Jak wybra¢ prostg prébe losowg
— Przyznajemy numer kazdemu osobnikowi
— Zapisujemy numery na kulach
— Mieszamy kule w urnie
— Losujemy prébe
* Do losowania mozemy réwniez uzy¢ komputera lub
tablice liczb losowych.
* W przypadku gdy rozmiar populacji nie jest ustalony
lub nie mamy bezposredniego dostgpu do wszystkich
osobnikéw zadanie jest duzo trudniejsze.

Przyktad 1(Ochotnicy)

+ Dziennikarka Ann Landers spytata swoich
czytelnikow “*Gdybyscie mogli zaczgé
jeszcze raz to czy mielibyscie znowu
dzieci ? °

» Odpisato prawie 10,000 czytelnikéw i 70%
powiedziato Nie!

» Obserwacije: czytelnicy pisma Anny
Landers

» Populacja: wszyscy rodzice w USA

Ochotnicy: badanie bezwartosciowe —
bardzo zta reprezentatywnos¢

» Newsday przeprowadZzit *statystycznie
zaplanowang” ankiete, w ktérej 91% z
1,373 przepytanych rodzicow
odpowiedziato Tak!

Przykiad 2 (U.S. przewidywanie
wynikow wyborow prezydenckich w
USA, 1936)

+ Literary Digest wystat kwestionariusze do 10
milionéw ludzi (25% gtosujgcych)

» Odpowiedziato 2.4 miliona:
— Przewidywanie : Landon 57%, Roosevelt 43%
— Wynik : Roosevelt 62%, Landon 38%




* Zte probkowanie
— Ksigzki telefoniczne, czionkostwo klubdw, listy
zamoéwien pocztowych, listy wtascicieli
pojazdow
» Brak odpowiedzi
— Tylko 24% odpowiedziato (wiecej
Republikanow)

Obcigzenie w prébkowaniu

» Obcigzenie w probkowaniu wystepuje gdy mamy
do czynienia z systematycznym btedem
faworyzujgcym pewng czesé populacji. W
przypadku takiego obcigzenia nie pomoze duzy
rozmiar préby.

* Losowy wybdr elementéw do proby zwykle
eliminuje takie obcigzenie.

Stratyfikacja
» Dzielimy populacje na podpopulacje

podobnych jednostek (warstwy) i
oddzielnie probkujemy w kazdej warstwie.

—Przyktad: studenci & studentki

Probkowanie wielostopniowe

* Przyktad: Badanie w USA dotyczace struktury
zatrudnienia. Ankietuje sie okoto 60.000 gospodarstw
domowych co miesiac.

» Poziom 1: losowa préba z 3,000 counties
(wojewodztw?)

» Poziom 2: losowa préba reprezentujgca powiaty w
kazdym wybranym "“county”

* Poziom 3: losowa préba reprezentujgca gminy w
kazdym wybranym powiacie

+ Poziom 3: losowa préba gospodarstw domowych w
kazdej wybranej gminie

Prawdopodobienstwo- formalizm
matematyczny

« A, B, E — zdarzenia losowe

» P(E) — prawdopodobienstwo zdarzenia E

+ 0<P(E)x1

* S — przestrzen probabilistyczna (zbiér wszystkich
mozliwych wynikéw eksperymentu, zawiera
wszystkie zdarzenia losowe)

- P(S)=

AUB-
ANB-
Jezezeli ANB=O

to
P(AUB)=




» W praktyce prawdopodobienstwa czesto
ustalamy obserwujgc jaka czes¢ populacji
posiada interesujgcg nas wtasnose¢.

* Przyktad — Z 45 studentéw 15 dostato 5 z
egzaminu. Jakie jest prawdopodobienstwo, ze
losujac studenta z tej grupy trafimy na takiego,
ktory dostat 5 z egzaminu ?

Prawdopodobienstwo klasyczne

» Zatozenie — wszystkie mozliwe wyniki
eksperymentu sg jednakowo prawdopodobne
(prawdopodobienstwo wylosowania kazdego
studenta jest takie samo).

N — liczba mozliwych wynikéw eksperymentu
(N=7)

x — liczba tych wynikow ktére odpowiadajg
zdarzeniu E (E= 5 z egzaminu, x= ?)

PE)=

Mocne prawo wielkich liczb

* Gdy liczba powtérzen eksperymentu dgzy
do nieskonczonosci to wzgledna czestosé
wystepowania zdarzenia E dgzy do P(E).

Przyktady zdarzen

E = wyrzucenie orta w rzucie symetryczng
monetg

« P(E)=

E = wyrzucenie 4 w rzucie symetryczng
kostka: P(E) =

E =1 lub 6 w rzucie kostka: P(E) =

* Aniai Basia rzucajg monetg. E = obie dostang ortfa.
P(E) =

* Uzasadnienie

» Adostanie 0 i B dostanie 0

» Adostanie 0 i B dostanie R

» Adostanie R i B dostanie 0

» Adostanie R i B dostanie R

» Te cztery zdarzenia sg jednakowo prawdopodobne
(P(E)=P(00)=P(0R)=P(R0)=P(RR)= )

» Prawdopodobienstwo, ze dostaniemy doktadnie jednego
orta (Ania albo Basia) =

Krzyzéwka dwdch heterozygot
Genotyp obu rodzicéw - Aa

Dzieci: P(AA)= , Pr(Aa albo aA) =
P(aa) =

Jezeli liczba dzieci bedzie bardzo duza to frakcja
heterozygot bedzie bliska (frakcja w
prébie a frakcja w populacii)




Niezaleznosé

Zdarzenia E1 i E2 sg niezalezne wtedy i tylko wtedy
99 p(E1~E2) = P(ED)- P(E2)

* Przyktad : dwa rzuty monetg
* P(dwa orly) =

Zdarzenie

0.5
0.5 O\
/ 0.5 R OR
05 R\
05 0

P-stwo

Joy L

P-stwo warunkowe

P(A|B) — p-stwo zajscia zdarzenia A jezeli wiemy, ze zaszto
zdarzenie B

P(ANB)

P(A|B) = B

P(ANB)=P(B)-P(A|B)

Przyktad

* 2% populacji ma wirusa HIV.

» Test do wykrywania obecnosci wirusa HIV
ma nastepujgce wiasnosci. Jezeli ktos ma
wirusa to p-stwo jego wykrycia wynosi
0.997. Jezeli ktos nie ma wirusa to p-stwo

wiasciwej diagnozy wynosi 0.985.

* A—wybrany losowo cztowiek jest chory
» B — test wykazuje obecnosc¢ wirusa

« P(A)=

* P(B|A)=

« A- wybrany losowo cziowiek jest zdrowy
 B’-test nie wykazuje obecnosci wirusa
P(B’|A)=

Zdarzenie

Test + Prawd.
+

HIV +

/\

L

Test - Blad

Test + Blad

HIV

Test - Prawd.

P-stwo




+ Jakie jest p-stwo, ze u losowo
wybranej osoby test wykaze
obecnosc¢ wirusa ?

« Jakie jest p-stwo, ze osoba u ktorej test
wskazat obecnos¢ wirusa jest faktycznie
zakazona ?

Wzér Bayesa

P(B|A)-P(4)

P(A|B) = P(8)

10



