Wykiad 9: Moc

* Moc testu to prawdopodobienstwo
odrzucenia H,, gdy prawdziwa jest H,

[Moc=czutosc¢ testu]

* Moc =1 — Pr (nie odrzucamy H,, gdy
prawdziwa jest H,)
=1 — Pr(btad ll-go rodzaju) = 1-

* Na ogét chcemy, aby test miat duzg moc

* Moc zalezy od:

Wielkos¢ efektu

Wielkos$¢ efektu = sygnat / szum = (u4-p,)/o;

W tabelach dana moc jednostronnego testu Studenta
dla dwdch niezaleznych préb na poziomie istotnos$ci
a=0.01 w funkcji rozmiaru préby i wielkoSci efektu.
Przykiad: Aby mie¢ 90% pewnosci, ze jednostronny
test Studenta na poziomie istotnosci a=0.01 wykryje
réznice miedzy Srednimi réwng 0.8c, musimy pobraé
proby o rozmiarze n,; =n, =

Aby oszacowac¢ o, czesto wykonuje sie badania
wstepne.

Moc jednostronnego testu Studenta dla p1 = p2 na poziomie istotnosci a=.01




Moc jednostronnego testu Studenta dla p1 =p2 na poziomie istotnosci a =.01

de 10 20 30 40 50 60 0 80 1.00 120 1.40
25 68 0 05 10 " 27 39 53 66 87 9% 99
26 67 0 03 10 7 28 a 55 68 89 97 99
27 65 0 03 10 18 29 4 57 70 %0 97
28 64 0 03 n 19 30 a4 59 7 91 98
29 63 0 06 1 19 31 46 60 74 9 98
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36 6 0. o 14 25 40 s6 2 84 96
37 0. o 14 26 a 58 3 85 97
38 0. o 15 26 4 60 s 86 97
39 4 0. 01 15 2 4 6l 6 87 98
40 0. o 15 28 4 62 8 88 98
4 0. 08 16 30 a1 64 0 90 98
44 1 03 08 17 31 49 67 8 91 99
46 49 03 08 18 3 1 9 83 93 %9
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Test Wilcoxona-Manna-Whitneya

+ Test Studenta wymaga normalnosci
rozktadéw w obu populacjach.

» Jak poréwnac¢ dwie populacje, w ktdrych
rozktad cechy nie jest normalny, a rozmiar
préb nie jest na tyle duzy, aby korzystaé z
CTG?

+ Test Manna-Whitneya nie wymaga
zatozenia o normalno$ci.

* H,y: w obu populacjach badana cecha ma
ten sam rozktad

* H,: badana cecha ma inny rozktad w obu

populacjach

Test wykrywa gtéwnie réznice potozenia

(np. gdy rozktady majg rozne mediany).

Test nieczuty na réznice w parametrach

rozrzutu.

Procedura:

taczymy obie préby otrzymujac zbiér n,+n, liczb.

Porzadkujemy otrzymany zbior:
Range 1 przypisujemy wartosci najmniejszej,
Range 2 kolejnej itd.

Dla kazdej préby obliczamy sume rang wartosci
pochodzacych z tej préby. Otrzymujemy liczby R1 i
R2.

Statystyka testowa to R=min(R1,R2).




Przykiad

Zliczamy liczbe ziaren produkowanych przez
dwie odmiany pewnej rosliny.

Dane:

Odmiana 1: 19, 23, 25, 28, 28, 34 (n1 =6)
Odmiana 2: 14, 18, 19, 20, 25 (n2 = 5)

Test:

Czy obie odmiany produkujg przecietnie tyle
samo ziaren ?

H,: Obie odmiany maja ten sam rozkfad liczby
Ziaren

Ha:Rozktad liczby ziaren u odmiany 2 jest inny
niz u odmiany 1

Uzyjemy testu Manna-Whitneya. Tablice
wartosci krytycznych sg zamieszczone na www

Planowanie eksperymentu

* Rodzaje badanh:
—Badania obserwacyjne
—Badania eksperymentalne




Badania obserwacyjne

+ Zbieramy informacje o istniejgcej sytuaciji

» Brak kontroli nad poziomem czynnika wptywu

» Duzo nieznanych powigzan. (Moze sie zdarzyc,
ze faktycznie bedziemy mierzy¢ wptyw innego,
powigzanego czynnika.)

* Niepewne wnioski naukowe.

* Przykfady:
— Poziom rteci u ryb z réznych jezior
— Poziom cholesterolu u wegetarian i

““migsozercow’”’

— Czy waga noworodkéw zalezy od tego czy
matka naduzywata alkoholu?

Badania eksperymentalne:

* Wptywamy na sytuacje i mierzymy wynik.
« Mamy kontrole nad jednym lub kilkoma
czynnikami (cho¢ niekoniecznie nad wszystkimi).
» Bardziej wiarygodne wnioski naukowe
* Przykiady:
— Obserwujemy stan pacjentéw biorgcych
lekarstwo i placebo
— Stosujemy cztery rézne nawozy i mierzymy
wydajnosc¢
— Stosujemy rozne ilosci dodatku do paszy dla
Swin i mierzymy przyrost wagi

Badania eksperymentalne cd.

* Zmienna zalezna/objasniana (odpowiedz): efekt,
ktéry mierzymy

« Zmienna niezalezna/objasniajgca: czynniki,
ktére kontrolujemy, np. rodzaj lekarstwa

* Zmienne zakiocajgce: czynniki, nad ktorymi nie
mamy kontroli, np. waga pacjenta

* Przypisanie — decyzja, jaki poziom czynnika
zastosujemy u kazdego pacjenta.

Eksperyment zrandomizowany

* Najbardziej oczywista metoda przypisania
* Musimy znac:
v'Liczbe czynnikow
v'Mozliwe poziomy kazdego czynnika
« Zadang kombinacje poziomdéw czynnikow
bedziemy nazywali “*zabiegiem”




Eksperyment zrandomizowany, cd.

+ Whnioski wyciggamy zaktadajgc losowe
prébkowanie z populacji (proba losowa)

* Probe rozdzielamy losowo na czesci, ktore
oddane zostang réznym ,zabiegom”.

Przykiad 1—- testowanie lekarstwa

+ 500 pacjentek zgodzito sie na przetesto-
wanie nowedo lekarstwa na raka piersi

» Ta préba reprezentuje populacje kobiet z
rakiem piersi, po zabiegu

* Dzielimy te probe LOSOWO na dwie, np.
réwne, grupy (po 250 osoéb)

* Mozna uzy¢ tablicy liczb pseudolosowych

Przykiad 1 cd.

» Jedna grupa dostaje lekarstwo, a druga
placebo

+ W okresie 5-lat obserwujemy czestosé
nawrotu raka w obu grupach

+ Jezeli zaobserwujemy istotng roznice w
czestosciach, to z duzg pewnoscig
bedziemy mogli twierdzi¢, ze jest to wptyw
lekarstwa

Przykiad 2: R6zne dawki

« Jeden czynnik, ale na kilku poziomach
» Lekarstwo w dawkach 0, 10, 20, 30, 40 mg

 Dzielimy pacjentki LOSOWO na 5 grup
(niekoniecznie rowne rozmiary)




Przykiad 3: Trzy czynniki

Cztery rézne lekarstwa

Dwa rozne zabiegi chirurgiczne

Naswietlania lub nie

4 x 2 x 2 =16 mozliwych *“zabiegow”
Dzielimy 500 losowo na 16 grup zabiegowych,
niekoniecznie réwnych rozmiaréw

Im wiecej czynnikéw, tym liczniejsza powinna
by¢ préba




