
Advanced methods of statistical learning

Multiple regression. Multiple testing

1. In�uence of correlation.

a) Generate the matrixX100×2 such that its rows are iid random vectors from the multivariate
normal distribution N(0,Σ/100), where

Σ =
[

1 0.9
0.9 1

]
.

Then generate the vector of response variable as Y = β1X1 + ε, where β1 = 3, X1 is the
�rst column of X and ε ∼ N(0, I).

b) Construct the 95% con�dence interval for β1 and perform the 0.05 signi�cance level t-test
for the hypothesis β1 = 0 using the model of the simple linear regression Y = β0+β1X1+ε
and using the model with both explanatory variables Y = β0+β1X1+β2X2+ ε. Compare
and explain the results.

c) Calculate the standard deviation of the estimate of β1 and the power of identi�cation of
X1 in both models.

d) Generate 1000 independent copies of the vector of errors ε and 1000 related copies of the
vector of response variable. For each of such data sets estimate β1 and perform the test for
the signi�cance of β1 in both models (with one and two explanatory variables). Estimate
the standard deviation of β1 and the power of the test and compare these values to the
theoretical results obtained in point c).

2. In�uence of dimension. Generate the design matrix X1000×950 such that its elements are
iid random variables from N(0, σ = 0.1). Then generate the vector of the response variable
according to the model

Y = Xβ + ε

, where β = (3, 3, 3, 3, 3, 0, ..., 0)T .

a) Estimate values of regression coe�cients and use t-tests at the signi�cance level 0.05 to
identify true regressors when the model is build using �rst

i) 1

ii) 2

iii) 5

iv) 10

v) 50

vi) 100

vii) 500

viii) 950

columns of the design matrix. For each of these models report residual sum of squares
||Y −Ŷ ||2, square error of the estimation of the vector of expected values of Y : ||Xβ−Ŷ ||2,
estimate of the prediction error PE, p-values corresponding to the �rst two explanatory
variables and the number of false discoveries. Which model would be selected based on
the estimate of PE (Cp criterion) ?

b) Repeat point a) when the models are build using variables with the largest estimated
regression coe�cients. Compare values of calculated statistics with those obtained in point
a). Which model would be selected based on the estimate of PE ?



c) For each of dimensions speci�ed in point a) calculate the expected value of the elements
on the diagonal of (XTs Xs)

−1, where Xs contains �rst s columns of X, the power of identi-
�cation of X1 and the expected number of false discoveries produced by 0.05 signi�cance
t-tests.

d) Repeat the generation of X and Y and the steps a) and b) 1000 times. For each of the
sub-problems estimate the power of identi�cation of X1 and the expected number of the
false discoveries. Compare these results to the theoretical values calculated in point c).
Additionally, compare the average model size selected by the Cp criterion for points a)
and b).
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