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1. Estymatory punktowe

X , x1, x2, . . . zmienna losowa z obserwacjami x1, x2, . . .
Rozkªad prawdopodobie«stwa zmiennej X zale»y od parametrów

a, b, c , . . .
Podstawowe zadanie: Maj¡c obserwacje x1, x2, . . . oszacowa¢
parametry a, b, c, . . . .

Przykªad: Zmienne o rozkªadzie normalnym X ∼ N(µ, σ). G¦sto±¢
prawdopodobie«stwa p(x) = p(x ;µ, σ) zale»y od parametrów µ, σ

µ− 2σ µ+ 2σµ

prob = 0, 95
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Korzystaj¡c z Prawa Wielkich Liczb mamy:

1) x ≈ µ = E (X ),

2) s2 ≈ σ2 = Var(X ) = E (X − µ)2,
3) r2 ≈ RX ,Y = E

(
X−µX
σX

)(
Y−µY
σY

)
.

Uwagi: 1. Estymatory x , s2, r2 s¡ zmiennymi losowymi, s¡ to tak zwane

estymatory punktowe: dla danej próby x1, x2, . . . podaj¡ jedn¡ liczb¦

(punkt).

2. Te estymatory s¡ nieobci¡»one:

E x = µ, E s2 = σ2, E r2 = RX ,Y .
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2. Estymatory przedziaªowe

Problem: Dla danej liczby 0 < C < 1 (poziom ufno±ci) znale¹¢ przedziaª

(a1, a2) z losowymi ko«cami a1, a2, zale»ny od próby x1, x2, . . . , xn taki, »e

P
(
a ∈ (a1, a2)

)
= C .

Najcz¦±ciej wybieranymi poziomami ufno±ci s¡ C = 0, 95, 0, 99, 0, 999.
Przedziaª (a1, a2) nazywa si¦ przedziaªem ufno±ci parametru a na poziomie

ufno±ci C

De�nicja

Przedziaª ufno±ci parametru a na poziomie ufno±ci C obliczony na

podstawie danych próby to przedziaª zawieraj¡cy prawdziw¡ warto±¢

parametru a z prawdopodobie«stwem C.
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Przykªad: Przedziaª ufno±ci dla ±redniej µ rozkªadu normalnego N(µ, σ)
gdy σ jest znane. Mamy

x − z∗
σ√
n
≤ µ ≤ x + z∗

σ√
n

z prawdopodobie«stwem C , gdzie z∗ jest tak zwan¡ warto±ci¡ C -krytyczn¡

−z∗ z∗

C

1−C
2

1−C
2

Rysunek: Warto±¢ z∗ dla danego C
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Tablica: Charakterystyczne warto±ci z∗

C 0,7 0,8 0,9 0,95 0,99 0.999

p = 1−C
2

0,15 0,10 0,05 0,025 0,005 0,0005

z∗ 1,036 1,282 1,645 1,960 2,576 3,291

Przykªad: Zmienna losowa X oznacza zawarto±¢ aktywnego skªadnika w

pewnym leku. Wiemy, »e ma rozkªad normalny, i σ = 3. Znajd¹ przedziaª

ufno±ci µ na poziomie C = 0, 95, na podstawie próby x1, . . . , xn o wielko±ci

n = 36 i ±redniej x = 4, 1.
Rozwi¡zanie: 1. W tabeli znajdujemy warto±¢ krytyczn¡ z∗ dla C = 0, 95,
z∗ = 1, 96.
2. Znajdujemy margines bª¦du z∗ σ√

n
= 1.96·3√

36
= 0, 98.

3. Przedziaª ufno±ci na poziomie C = 0, 95) to

(x − 0, 98, x + 0, 98) = (3, 12, 5, 08),

a wi¦c, na poziomie ufno±ci C = 0, 95 mamy 3, 12 ≤ µ ≤ 5, 08.
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Uwaga: Poziom ufno±ci oznacza prawdopodobie«stwo, »e dana metoda da

prawidªow¡ odpowied¹. Innymi sªowy, je»eli u»yjemy poziomu ufno±ci 0, 95,
to na dªu»sz¡ met¦ 95% wyznaczonych przedziaªów ufno±ci b¦dzie

zawieraªo prawdziw¡ warto±¢ parametru (zauwa»my, »e pozostaªe 5% nie

b¦dzie zawieraªo). W konkretnym przypadku nie ma caªkowitej pewno±ci,

»e prawdziwa warto±¢ parametru rzeczywi±cie wpadnie do przedziaªu

ufno±ci.

Wyja±nijmy

x = x1+···+xn
n

jest zmienn¡ losow¡ normaln¡, z parametrami

E (x) = µ, SD(x) =
σ√
n
.

Rozwa»my zmienn¡ losow¡ unormowan¡ Z

Z =
x − µ
σ/
√
n
∈ N(0, 1).

Z nazywa si¦ Z -statystyk¡ dla x .
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P(−z∗ ≤ Z ≤ z∗) = C ,

−z∗ ≤ x − µ
σ/
√
n
≤ z∗,

x − z∗
σ√
n
≤ µ ≤ x + z∗

σ√
n
.

σ/
√
n nazywa si¦ bª¦dem standardowym (SE), a m = z∗σ/

√
n

marginesem bª¦du.

Przykªad (kontynuacja): X to zawarto±¢ substancji aktywnej, n = 36,

x = 4, 1, σ = 3. W takim razie bª¡d standardowy to 3/6 = 0, 5.

1)

C = 0.95, p = (1− C )/2 = 0, 025,

z∗ = 1.96, m = z∗σ/
√
n = 0, 98,

3, 12 ≤ µ ≤ 5, 08.
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2)

C = 0.99, p = 0, 005,

z∗ = 2, 576, m = 1, 288,

2, 812 ≤ µ ≤ 5, 388.

3)

C = 0.999, p = 0, 0005,

z∗ = 3, 291, m = 1, 645,

2, 455 ≤ µ ≤ 5, 745.

Wniosek: m↗∞ gdy C ↗ 1.
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Analiza przedziaªu ufno±ci

1. Przy ustalonym poziomie ufno±ci C niech n↗. Wtedy margines bª¦du

m = z∗σ/
√
n↘.

2. Przy ustalonym rozmiarze próby n niech C ↗ 1. Wtedy margines bª¦du

m = z∗σ/
√
n↗.

3. Ustalmy poziom ufno±ci C i margines bª¦du m = z∗σ/
√
n. Rozmiar

próby potrzebny w tym przypadku to n =
(
z∗σ
m

)2
.

Przykªad: Niech X b¦dzie ilo±ci¡ substancji powstaªej w jakiej± reakcji

chemicznej. Wiemy, »e X ∈ N(µ, σ), gdzie σ = 3 a µ jest nieznane. Ile

pomiarów nale»y wykona¢ i u±redni¢, »eby rezultat byª dokªadny z m = ±1
dla poziomu ufno±ci C : (a) 0,95, (b) 0,99, (c) 0,999?

Rozwi¡zanie: (a) C = 0, 95, z∗ = 1, 96, m = 1.

n =
(z∗σ

m

)2
= (1, 96 · 3)2 = 34, 57 ≈ 35.
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(b) C = 0, 99, z∗ = 2, 576, m = 1.

n =
(z∗σ

m

)2
= (2, 576 · 3)2 = 59, 75 ≈ 60.

(c) C = 0, 999, z∗ = 3, 291, m = 1.

n =
(z∗σ

m

)2
= (3, 291 · 3)2 = 97, 42 ≈ 98.
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Przedziaª ufno±ci dla ±redniej zmiennej normalnej
(σ nieznane)

x1, x2, . . . , xn obserwacje zmiennej X ∈ N(µσ)

Przedziaª ufno±ci dla µ na poziomie ufno±ci C jest dany przez

x − t∗
s√
n
≤ µ ≤ x + t∗

s√
n
,

gdzie x jest ±redni¡ próby, s odchyleniem standardowym próby, a t∗
jest warto±ci¡ krytyczn¡ (analogicznie do z∗) dla poziomu ufno±ci C

rozkªadu t (zwanego te» rozkªadem Studenta).

Przykªad: Zmienna X ma rozkªad normalny. Znajd¹my przedziaª ufno±ci

dla ±redniej, na poziomie C = 0, 95, na podstawie próby x1, x2, . . . , xn o

liczno±ci n = 16, x = 20, 2 i s = 0, 8.
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Rozwi¡zanie:

1. Korzystamy z tabeli warto±ci t∗ (lub programu takiego jak Minitab).

Dla C = 0, 95, df = 16− 1 = 15 otrzymujemy t∗ = 2, 13

2. m = t∗ s/
√
n = 2, 13 · 0, 8/

√
16 = 2, 13 · 0, 2 ≈ 0, 426

3. x −m = 20, 2− 0, 426 = 19, 774, x +m = 20, 2+ 0, 426 = 20, 626

4. 19, 774 ≤ µ ≤ 20, 626.

Uwaga: Je»eli próba jest maªa n < 30 u»ycie tabeli dla zmiennej normalnej

i przyj¦cie σ = s zamiast tabeli dla zmiennej t prowadzi do bª¦du �

przedziaª ufno±ci jest za maªy.

Przykªad: Rozwa»my poprzedni przykªad, i przyjmijmy, »e σ jest znane i

równe s.

1. Z tabeli dostajemy z∗ = 1, 96 (porównajmy z t∗ = 2, 13)

2. m = z∗σ/
√
n = 1, 96 · 0, 8/4 = 0, 392 (porównajmy do m = 0, 426)

3. 19, 808 ≤ µ ≤ 20, 592.
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Wyja±nienie

X , x1, x2 . . . , xn zmienne losowe normalne N(µ, σ),
x = 1

n
(x1 + x2 + · · ·+ xn),

s2 = 1
n−1

∑
(xi − x)2,

T -statystyka: T = x−µ
s/
√
n
,

Rozkªad zmiennej T nie zale»y od µ ani σ. Jest to tak zwany rozkªad

t (lub Studenta), odkryty przez Gosseta (który posªugiwaª si¦

pseudonimem Student):

t(x , n) = Bn

(
1+

x2

n − 1

)− n

2
.

Przedziaª ufno±ci dla rozkªadów T

P(−t∗ ≤ T ≤ t∗) = C

P(x − t∗s/
√
n ≤ µ ≤ x + t∗s/

√
n) = C

Przedziaª ufno±ci dla ±redniej na poziomie C :

x − t∗s/
√
n ≤ µ ≤ x + t∗s/

√
n.

Alexander Bendikov (UWr) Elementarna statystyka Oszacowanie ufno±ci (Estimating with Con�dence)14 kwietnia 2016 14 / 19



normalny
t, n = 3

Rysunek: Rozkªad normalny i t z n = 3
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Przedziaª ufno±ci dla odchylenia standardowego σ

X , x1, x2 . . . , xn zmienne losowe normalne N(µ, σ),

Przedziaª ufno±ci dla σ na poziomie ufno±ci C jest dany przez:

s(1− q∗) ≤ σ ≤ s(1+ q∗),

gdzie s jest odchyleniem standardowym próby, a q∗ jest warto±ci¡
krytyczn¡, dla poziomu ufno±ci C pewnego rozkªadu o którym za

chwile.

Przykªad: Zmienna X ma rozkªad normalny, otrzymali±my prób¦

x1, x2, . . . , x25 o liczno±ci n = 25, dla której s = 0, 8. Znajdziemy przedziaª

ufno±ci dla σ na poziomie ufno±ci C = 0, 95.
Rozwi¡zanie: Warto±¢ q∗ odczytujemy z tabeli. Dla C = 0, 95, n = 25

otrzymujemy q∗ = 0, 32.

1) s(1− q∗) = 0, 8 · (1− 0, 32) = 0, 8 · 0, 68 = 0, 544,
s(1+ q∗) = 0, 8 · (1+ 0, 32) = 0, 8 · 1, 32 = 1, 056,

2) 0, 544 ≤ σ ≤ 1, 056.
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Uwaga: Gdyby w naszych danych n = 6, to otrzymaliby±my:

1) q∗ = 1, 09

2) s(1− q∗) = 0, 8 · (1− 1, 09) = 0, 8 · (−0, 09) = −0, 072,
s(1+ q∗) = 0, 8 · (1+ 1, 09) = 0, 8 · 2, 09 = 1, 672,

3) −0, 072 ≤ σ ≤ 1, 672.

Wiemy, »e σ > 0, wi¦c przedziaª mo»emy poprawi¢:

0 ≤ σ ≤ 1, 672.
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Wyja±nienie: rozkªad χ2

Rozwa»my χ-statystyk¦, zmienn¡ χ =
s

σ

√
n − 1, n > 2

χ1 χ2
√
n− 1

C

1−C
2

1−C
2

Rysunek: Rozkªad zmiennej χ
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Znajd¹my warto±ci krytyczne χ1 i χ2 jak na rysunku, czyli

P(χ ≤ χ1) = P(χ2 ≤ χ) =
1− C

2

Zast¡pmy nierówno±ci dla χ =
s

σ

√
n − 1 nierówno±ciami dla σ

χ1 ≤
s

σ

√
n − 1 ≤ χ2

s

χ2

√
n − 1 ≤ σ ≤ s

χ1

√
n − 1.

Wtedy mo»na wzi¡¢

√
n − 1

χ2
= 1− q∗,

√
n − 1

χ1
= 1+ q∗

Wniosek: Mo»na u»ywa¢ rozkªadu χ zamiast q
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