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• Zbiór danych zawiera informacje o pewnej grupie przypadków

lub obserwacji: ludzi, rzeczy itp. Dla ka»dego przypadku dane
zawieraj¡ warto±¢ jednej b¡d¹ wi¦kszej ilo±ci zmiennych:
wysoko±ci, pªci itp.

• Zmienne kategorialne zaliczaj¡ ka»dy przypadek do pewnej
kategorii: m¦»czyzna/kobieta, status spoªeczny itp.

• Zmienne ilo±ciowe podaj¡ pewn¡ charakterystyk¦ numeryczn¡,
wysoko±¢, wag¦, pensj¦ itp.

• Badawcza analiza danych stosuje wykresy i parametry liczbowe
aby opisa¢ zmienne oraz zale»no±ci pomi¦dzy zmiennymi w
zbiorze danych.

• Rozkªad zmiennej ilo±ciowej opisuje warto±ci zmiennej i ich
cz¦sto±ci.
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Zmienne ilo±ciowe: histogramy

1. Rozkªadamy zakres warto±ci zmiennej na przedziaªy równej
dªugo±ci

2. Zliczamy ilo±¢ przypadków z warto±ciami w poszczególnych
przedziaªach

3. Rysujemy prostok¡ty: podstawa ka»dego pokrywa kolejny
przedziaª, wysoko±¢ to zliczona ilo±¢ przypadków w danym
przedziale.
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Rysunek: Histogram zmiennej ilo±ciowej �Dªugo±¢ sªów�

Dªugo±¢ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Odsetek 3,6 14,8 18,7 16,0 12,5 8,2 8,1 5,9 4,4 3,6 2,1 0,9 0,6 0,4 0,2

Tablica: Dªugo±¢ sªów w czasopi±mie Popular Science



Opis rozkªadu przy pomocy parametrów

• X = x1, x2, . . . , xn (uporz¡dkowane rosn¡co)

• �rednia x = 1

n
(x1 + x2 + . . . , xn)

• Mediana M =

{
x(n+1)/2 n nieparzysta
1

2
(x1/2 + xn/2+1) n parzysta.

Uwagi: 1) Dla n� 1, x ≈ E (X ) z prawa wielkich liczb,
2) Dla niewielkich n ±rednia x istotnie zale»y od obserwacji
nietypowych (outlier), natomiast mediana M nie zale»y.

• Kwartyle Q1 i Q3:

Q1 = M(x1, . . . , xk ; k = bn+1

2
c),

Q3 = M(xm, . . . , xn; m = dn+1

2
e).
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Przykªady:

•
9 9 22 32 33 39 40 42 49 52 52 70

Q1 = 27 M = 39, 5Q3 = 50, 5

•
22 25 34 35 41 41 46 46 46 47 49 54 54 55 60

Q1 M Q3

• 5 - liczbowe podsumowanie: xmin − Q1 −M − Q3 − xmax.

• Wykres pudeªkowy:

xmin Q1 M Q3
xmax

• Rozrzut: odchylenie standardowe próbki s:

X : x1, x2, . . . , xn,

s2 =
1

n − 1

(
(x1 − x)2 + · · ·+ (xn − x)2

)
=

1
n − 1

∑
x2i −

n

n − 1
x2.
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Wªasno±ci:

• E (x) = E (X ),

• E (s2) = Var(X ).

Przykªad: X : 5 7 8 9 10 11 12 12 15 19

Q1 M Q3

1) min = 5, max = 19, M = 1

2
(10+11) = 10, 5, Q1 = 8, Q3 = 12

2)

5 8 12 19

3) x = 1

10
(5+ 7+ · · ·+ 19) = 10, 8 > M, s2 = 16, 4, s = 4, 06.
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