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Réwnanie regres;ji:

y=a+bx,
gdzie:
e b=r-s,/sy;
@ a=y—bx;
o = ;b D) (D)

2 czerwca 2016 3/13

Alexander Bendikov (UWr) Elementarna statystyka Whnioskowanie o r



Réwnanie regres;ji:
y=a+bx,

gdzie:

e b=r-s,/sy;

@ a=y—bx;

1 i—X\(Yi—Y

o r= 1 Y(LE)(AT),
Whiosek: a,b i ¥ sg zmiennymi losowymi. Tak wiec linia regres;ji
najmniejszych kwadratéw jest losowa

Alexander Bendikov (UWr) Elementarna statystyka Whnioskowanie o r 2 czerwca 2016 3/13



Réwnanie regres;ji:
y=a+bx,

gdzie:

e b=r-s,/sy;

@ a=y—bXx

1 i—X\(Yi—Y

o r= 1y Y(EN)(4T),
Whiosek: a,b i ¥ sg zmiennymi losowymi. Tak wiec linia regres;ji
najmniejszych kwadratéw jest losowa
Gtéwne zatozenia:

1) Dla dowolnego X, Y € N(u,0); = py,
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Gtéwne zatozenia:

1) Dla dowolnego X, Y € N(u,0); = py,

2) Srednia odpowiedz fty jest zwigzana liniowo z x:

/.,Ly:O[+,8X (: lu}A/)v

gdzie o, B s3 nieznanymi parametrami.
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Réwnanie regres;ji:
y=a+bx,

gdzie:

e b=r-s,/sy;

@ a=y—bXx

1 i—X\(Yi—Y

o r= 1y Y(EN)(4T),
Whiosek: a,b i ¥ sg zmiennymi losowymi. Tak wiec linia regres;ji
najmniejszych kwadratéw jest losowa
Gtéwne zatozenia:

1) Dla dowolnego X, Y € N(u,0); = py,

2) Srednia odpowiedz fty jest zwigzana liniowo z x:

M)/:O[—’_IBX (: lu}A/)v

gdzie o, B s3 nieznanymi parametrami.

3) Odchylenie standardowe o zmiennej Y jest takie samo dla dowolnych
wartosci x.
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Estymatory punktowe:

Y=a+bX;
EY=Ea+EbX;
py =a+BX;
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Estymatory punktowe:

Y =a+ bX;

EY=FEa+EbX;

py =a+pBX;

1) a = E a; a jest estymatorem «;

2) B = E b; b jest estymatorem [3;
)

3) o jest szacowana przez btad standardowy s okoto linii regresji,
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Estymatory punktowe:
Y =a+ bX;
EY=Ea+EbX;

py =a+pBX;

1)

2) B = E b; b jest estymatorem [3;
3)

a = E a; a jest estymatorem «;

o jest szacowana przez bfad standardowy s okoto linii regres;ji,

sty 2

z. X

Alexander Bendikov (UWr) Elementarna statystyka Whnioskowanie o r 2 czerwca 2016 4 /13



Przedziat ufnosci dla 5 (dla o podobnie):
1) T-statystyka:
b—p
T=
SEp ’

gdzie
SE, = ° =2

S\(xi —%)2  se/n—1

Alexander Bendikov (UWr) Elementarna statystyka Whnioskowanie o r 2 czerwca 2016 5/ 13



Przedziat ufnosci dla 5 (dla o podobnie):
1) T-statystyka:
b—p
T=
SEp ’

gdzie
S S
T S0 X2 se/n—1

Zmienna T ma rozktad Studenta t(n —2) z df = n — 2.
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Przedziat ufnosci dla 5 (dla o podobnie):
1) T-statystyka:

b—p
T=

SEp ’

gdzie
s s
T /S —%x)?  s/n—1
Zmienna T ma rozktad Studenta t(n —2) z df = n — 2.
2) Przedziat ufnosci dla 8 na poziomie C = 0,95:

b=+ t*SEy,
gdzie, jak zwykle, t* jest gérna (1 — ¢)/2 krytyczna wartoscia t(n — 2).
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Przyktad: Autokomis ma na swoim parkingu 62 Mazdy, i badamy zwigzek
pomiedzy ich cena (w dolarach) i wiekiem (w latach). Przyjmijmy, ze
prawdziwa linia regresji ma postac

Peena = o+ 3 - wiek.
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Ten model zostat dopasowany do danych, uzywajac metody najmniejszych
kwadratow.
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Przyktad: Autokomis ma na swoim parkingu 62 Mazdy, i badamy zwigzek

pomiedzy ich cena (w dolarach) i wiekiem (w latach). Przyjmijmy, ze

prawdziwa linia regresji ma postac

Peena = o+ 3 - wiek.

Ten model zostat dopasowany do danych, uzywajac metody najmniejszych
kwadratéw. Program Minitab wygenerowat nastepujace wyniki:

wiek = 7,63 odch. stand. wieku = 4,30
cena = 10283, 1 och. stand. ceny = 7922, 3
r> =0,677 s = 4540,97
Otrzymujemy nastepujace wspotczynniki:
Zmienna | Wartos¢ | Odch. stand.
a 21833,6 1180,8
b -1514,0 135,1

Alexander Bendikov (UWr) Elementarna statystyka Whnioskowanie o r

2 czerwca 2016

6/ 13



Przyktad: Autokomis ma na swoim parkingu 62 Mazdy, i badamy zwigzek

pomiedzy ich cena (w dolarach) i wiekiem (w latach). Przyjmijmy, ze

prawdziwa linia regresji ma postac

Peena = o+ 3 - wiek.

Ten model zostat dopasowany do danych, uzywajac metody najmniejszych
kwadratéw. Program Minitab wygenerowat nastepujace wyniki:

wiek = 7,63 odch. stand. wieku = 4,30
cena = 10283, 1 och. stand. ceny = 7922, 3
r> =0,677 s = 4540,97
Otrzymujemy nastepujace wspotczynniki:
Zmienna | Wartos¢ | Odch. stand.
a 21833,6 1180,8
b -1514,0 135,1

Pytanie: wyjasnij, w tym kontekscie, jakie jest znaczenie zmiennej 3,
reprezentujacej nachylenie linii regresji i wyznacz przedziat ufnosci dla 3 na

poziomie C =0, 9.
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Rozwiazanie:

1. Nachylenie prawdziwej linii regresji 5 jest wartoscia, srednio, o ktéra
wartos¢ samochodu zmienia sie kiedy samochdd staje sie o 1 rok starszy.
W tym przyktadzie nasze oszacowanie 3 wynosi b = —1514, a wiec cena
samochodu spada o $ 1514 co roku.

2. Odchylenie standardowe w naszym oszacowaniu 8 wynosi SE, = 135, 1.
W takim razie, przedziat ufnosci dla 8 na poziomie C = 0,9 ma postac

b+ t*SEp,

gdzie t* jest wyznaczone np z tablic dla df = 62 — 2 = 60, i wynosi
t* =1,671, a wiec otrzymujemy

—1514 + (1,671) - (135,1),
czyli

—1740 < B < —1288.
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Przyktad:

X |38 56 59 64 74
Y |41 63 70 72 84
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Przyktad:

X |38 56 59 64 74
Y |41 63 70 72 84

1) Linia regresji najmniejszych kwadratéw ma réwnanie:

Y = —3,6596 + 1,1969 X.
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Przyktad:

X |38 56 59 64 74
Y |41 63 70 72 84

1) Linia regresji najmniejszych kwadratéw ma réwnanie:

Y = —3,6596 + 1,1969 X.

2) Btad standardowy

SEp = = 0,0751.

V(X =)
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Przyktad:

X |38 56 59 64 74
Y |41 63 70 72 84

1) Linia regresji najmniejszych kwadratéw ma réwnanie:

Y = —3,6596 + 1,1969 X.

2) Btad standardowy

SEp = = 0,0751.

s
V2 (xi = X)?
3) df =5—2=3, 2,5% krytyczna wartos¢ t*:

t* = t"(3) = 3,1820
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4) 95% przedziat ufnosci dla f:

1,1969 + 3,1820- 0, 0751 =
=1,1969 + 0, 2590
0,9379 < 8 < 1,4559.
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0,9379 < B < 1,4559.

Testowanie hipotezy braku zaleznosci liniowej

Hp : nie ma liniowej zaleznosci pomiedzy X i Y.
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4) 95% przedziat ufnosci dla f:
1,1969 £ 3,1820 - 0,0751 =
— 1,1969 =+ 0, 2590
0,9379 < B < 1,4559.

Testowanie hipotezy braku zaleznosci liniowej

Hp : nie ma liniowej zaleznosci pomiedzy X i Y.
To znaczy, ze funkcja liniowa zmiennej X nie ma wartosci dla
przewidywania Y = korelacja jest 0.
Skoro r =~ 0 (zgodnie z Hy), b=r-sy/sx =0i = Eb=0. W koncu
nasza hipoteza ma postac:

Ho:3=0

H,: 3#0 (>0,<0).
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4) 95% przedziat ufnosci dla f:

1,1969 + 3,1820 - 0,0751 =
=1,1969 £ 0, 2590
0,9379 < B < 1,4559.

Testowanie hipotezy braku zaleznosci liniowej

Hp : nie ma liniowej zaleznosci pomiedzy X i Y.
To znaczy, ze funkcja liniowa zmiennej X nie ma wartosci dla
przewidywania Y = korelacja jest 0.
Skoro r =~ 0 (zgodnie z Hy), b=r-sy/sx =0i = Eb=0. W koncu
nasza hipoteza ma postac:

Hy: 8=0

Hy:3+#0 (>0,<0).
Uzywamy T-statystyki do znalezienia t-wartosci:

. b b
SEp  s/\/>(xi — Y)2'
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Hipoteze Hy nastepnie przyjmujemy badz odrzucamy na podstawie jej
relacji do wartosci krytycznej t* (wyznaczonej dla konkretnego poziomu
istotnosci).

Przyktad:

X |38 56 59 64 74
Y |41 63 70 72 84

o Y =-3,6596+1,1969 X
o SE, =0,0751
o uy =a+ g X.
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Hipoteze Hy nastepnie przyjmujemy badz odrzucamy na podstawie jej
relacji do wartosci krytycznej t* (wyznaczonej dla konkretnego poziomu
istotnosci).

Przyktad:

X |38 56 59 64 74
Y |41 63 70 72 84

o Y =-3,6596+1,1969 X
o SE, =0,0751
o uy =a+ g X.

1. Ustalamy Hp: =0, Hy: >0, a«=0,05
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Hipoteze Hy nastepnie przyjmujemy badz odrzucamy na podstawie jej
relacji do wartosci krytycznej t* (wyznaczonej dla konkretnego poziomu
istotnosci).

Przyktad:

X |38 56 59 64 74
Y |41 63 70 72 84

o Y =-3,6596+1,1969 X
o SE, =0,0751
o uy =a+ g X.

1. Ustalamy Hp: =0, Hy: >0, a«=0,05

2. t-wartosé:
t—i— 1,1969
- SE, 0,0751

= 15,9374,
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1. Ustalamy Hp: =0, Hy: >0, a«=0,05
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t—i— 1,1969
- SE, 0,0751

= 15,9374,

3. p-wartos¢:
df =3, t>t*"=12,92 p, > p=0,0005
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Hipoteze Hy nastepnie przyjmujemy badz odrzucamy na podstawie jej
relacji do wartosci krytycznej t* (wyznaczonej dla konkretnego poziomu
istotnosci).

Przyktad:

X |38 56 59 64 74
Y |41 63 70 72 84

o Y =-3,6596+1,1969 X
o SE, =0,0751
o uy =a+ g X.

1. Ustalamy Hp: =0, Hy: >0, a«=0,05

2. t-wartosé:
t—i— 1,1969
- SE, 0,0751

= 15,9374,

3. p-wartos¢:
df =3, t>t*"=12,92 p, > p=0,0005

4. Whniosek: dane stanowia mocnv statvstvcznv dowéd na to. ze 8 > 0
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Przedziat ufnosci dla odpowiedzi regresji p, dla danego
x = x*

Aby oszacowa¢ $rednig odpowiedz p, dla danego x = x* w modelu regresji
liniowej uzywamy przedziatu wokét y = a + bx dla x = x*:

y £t*SE,,

gdzie btad standardowy SE,, jest dany przez:

B 1 (x* —x)2 _\/52 . o
SEM—S- ;—FW— 7+(X —X) SEb

Zwykle do wyznaczenia przedziatu ufnosci uzywamy programéw:

Minitab Fit Stdev Fit 95% C.1.
4,8692 0,0855 (4,6858,5,0526)
Jlo=a SE, §E£t*SE,
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Uwaga: Dla danego x = x* mamy y = a + Bx* 4 ¢*, " € N(0,02).
Wyjasnienie: Uzywamy T-statystyki

gdzie
e y=a+ bx*,
o SE2 = Var(y).
T-statystyka ma rozktad t(n — 2), oraz

5E2~s< Z(X(X, )))
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Twierdzenie

X — X 2
SEi=o ( z(j(x, —>)()2>

Dowdd

N
=
N
\

Mamy y; = a + Bx; + €;, €; sa niezalezne, jednakowo roztozone N(0, o?).
Mamy
)7 = a+bX* :7—b7+bx* :}_/_b(y_x*)7

oraz, co wiecej,

bh— Z(Yi _}_/)(Xi _7)
Y —x)2

sg niezalezne. W takim razie

Var(y) = Var(a + bx*) = Var(y) 4+ Var b - (x — x*)?
2 2 5
_ 0 e 22 T o a2 O
= — + (X — x*)%03 - + (x X)—Z(Xi—Y)z'
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