MODEL THEORY OF GROUP ACTIONS ON FIELDS

1. INTRODUCTION AND MODEL THEORY OF FIELDS

This lecture is about algebraic model theory, which focuses on model-theoretic proper-
ties of concrete algebraic structures (as groups, fields, modules etc.). More specifically,
we will consider model theory of fields, where “field” is understood as “field with a
possible extra structure”. We note the following two examples of this extra structure:

e a deriwation (resulting in the theory DCF);
e an automorphism (resulting in the theory ACFA).

These theories will be described to some extent during the lecture. Both of these theories
were studied a lot and the model-theoretic knowledge about them has applications in
areas outside of model theory as diophantine geometry or algebraic dynamics. We plan
to talk about group actions on fields. I will argue that this topic still fits into the
framework of two examples given above.

Regarding automorphisms, let us fix a field K. We have the following very general
bijection (easy exercise):

Aut(K) «— {Actions of (Z,+) on K by field automorphisms}.

Therefore, talking about automorphisms of the field K is the same as talking about
actions of the group (Z,+) on K. In this lecture, we will be interested in actions on
fields of finite groups and the model theory of such actions. The model theory of infinite
group actions is much more involved and it will be briefly mentioned at some point.

Regarding derivations, the situation is more complicated. Derivations of some kind
may be still understood as “group” actions, but it has to be properly explained what
does “group” mean in this context (for example, a non-trivial “group” may have no
non-trivial points!), which is interesting in its own. We will introduce the notion of an
affine finite group scheme, interpret their actions as derivations of some specific kind,
and then discuss the corresponding model theory. At this moment, let me just vaguely
say that if a field K has positive characteristic p, then derivations ¢ on K such that
o) = 0 (& composed with itself p times) are “the same” as actions on K by the kernel
of the Frobenius map on the additive group.

I sketch below a rough plan of the lecture (there may be some changes).

(1) Lecture 1: Introduction and recalling some model theory of pure (that is: with-
out any extra structure) fields.

(2) Lectures 2-8: Model theory of finite group actions on fields. It will include
some notions from infinite Galois theory as: profinite groups, infinite Galois
correspondence, Frattini covers. All such notions will be defined.

(3) Lectures 9-12: A brief introduction to the theory of finite group schemes. This
topic formally belongs to algebraic geometry, but it is really about finite di-
mensional vector spaces with some extra structure. Some elements of category

theory will be introduced /recalled here as well.
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(4) Lectures 13—-15: Model theory of iterative derivations as finite group scheme
actions. We will understand actions of finite group schemes of a special type as
some kinds of derivations and then discuss the corresponding model theory.

1.1. Model theory of pure fields. I will recall first some statements from Prof.
Newelski’s lecture “Model Theory” (abbreviated by LN-lecture in the sequel). I will
consider these notions as already known and then add some extra results and com-
ments. We adopt the following convention: n is a fixed (but arbitrary) positive integer,
X = (Xy,...,X,) denotes an n-tuple of polynomial variables, and = = (z1,...,x,)
denotes an n-tuple of logical variables.

From LN-lecture.
Let Lying = {0,1,+,-,—} be the language of rings. We do not have to include “—” (it
was not included in the LN-lecture), but without it an L,ing-substructure of a ring is
not necessarily a subring. Let p be a prime number or p = 0. Then, ACF), denotes the
Liing-theory whose class of models coincides with the class of algebraically closed fields
of characteristic p. The theory ACF), is complete and has quantifier elimination.

Let K be a subfield of a monster model M of ACF,, and a be an n-tuple from M.
For a complete type q € S,,(K), we define:

I{a/K) := {F e K[X] | F(a) = 0},
I(q) := {F e K[X] | “F(x) = 0" € g}.

Then, there is the following bijection:

(%) Sn(K) 3 ¢ = I(q) € Spec(K[X])

and for all b = g we have I(b/K) = I(q).

The following is obvious and could have been mentioned at the LN lecture: for a field
K, the K-terms in the language of rings are equivalent (modulo the theory of rings) to
terms of the form W{(x) for some W e K[X].

Extra results, definitions, and comments (not from LN Lecture).

There is a natural topology on Spec(K[X]) which is described in Problem 12l The
bijection ("X) above is continuous, but it is not a homeomorphism (S, (K) is compact,
so how can it happen?). The Stone topology on S, (K) is richer than the topology on
Spec(K[X]), but the topology on Spec(K[X]) is “smarter” than the Stone topology
on S, (K), since it distinguishes definable sets given by polynomial equations as closed
sets.

For any field K, there is the Zariski topology on K™ (see Problem 1. If Q is an
algebraically closed field, then we sometimes call Zariski closed sets in Q" by (affine)
varieties. If K < € is a subfield, then we sometimes call K-closed sets in Q" (see
Problem 1[)) by (affine) K -varieties. Irreducible (in the Zariski topology on Q") K-
varieties are sometimes called absolutely irreducible. This “absolutely” is added here to
emphasize that this is a stronger notion than K-irreducibility. For a K-variety V < Q",
there are three possible notions of irreducibility:

e K-irreducibility (see Problem 1[f)),
e (absolute) irreducibility,



e irreducibility of V- n K™ (denoted by V(K)) in the Zariski topology on K™.

It is clear that (absolute) irreducibility implies K-irreducibility. Problem 1[5]shows that
there are no other implications in general.
By a model-theoretic analysis, we can quickly obtain the following result.

Theorem 1.1 (Weak Hilbert’s Nullstellensatz). Suppose that € is an algebraically
closed field and I is a proper ideal of Q[X] (recall that X = (X1,...,X,)). Then,
there is a € Q™ such that for all F € I we have F(a) = 0.

Proof. Let Fiy,...,F, € I be such that I = (F},...,F,) (Hilbert’s Basissatz). It is
enough to find a € Q" such that Fi(a) = ... = F,(a) = 0. Since I # Q[X], I extends to
a maximal ideal m < Q[X]. Let L := Q[X]/m (it is a field) and ® : Q@ — L denote the
following composition:

0-So Q[X] — Q[X]/m = L.
Since ® is a homomorphism of fields, it is an embedding. Hence we can identify 2 with
a subfield of L. Let

vi=(X;+m,..., X, +m)e L".
It is easy to check (but some care is necessary) that

Fi(v)=...=F.(v)=0.
Let L*# denote the algebraic closure of L. We have that:
LY = (Fz)(Fi(z) =0 A ... A Fp(z) = 0).
Let p := char(€2). Since the theory ACF), has quantifier elimination, the field extension
Q) € L2 is elementary and we have:
Q= Jz)(Fi(x) =0A ... A Fp(x) =0).
)

Therefore, there is a € Q" such that Fi(a) = ... = F.(a) = 0, which finishes the
proof. O

We still assume that 2 is an algebraically closed field. For a Zariski closed subset
V < Q" let us denote:

I(V):={FeQ[X] | F(V)=0}.
For a K-closed subset V € Q" let us denote:
Ig(V):={FeK|X]| | F(V)=0}=I(V) n K|X].
Using Weak Nullstellensatz, one can show the following (we will come back to these
proofs later).
(1) (Hilbert’s Nullstellensatz) For any A € Q[X], we have (see Problem 1.1 for the
definition of Z(A)):
1(Z(A)) = v (4),
where 4/(A) denotes the radical of the ideal of Q[ X ] generated by A.
(2) For a Zariski closed subset V € Q" we have that V is irreducible if and only if
the ideal I(V) is prime in the ring Q[X].
(3) For a K-closed subset V < ", we have that V is K-irreducible if and only if
the ideal I (V') is prime in the ring K[X].



Problem List 1

Let Q be a field, K is a subfield of Q, n > 0, and X = (X1,...,X,).
(1) Let A < Q[X]. We define:

Z(A) = {ae Q" | (VF € A)(F(a) = 0)}.

Show the following.

(a) The sets of the form Z(A) are the closed sets of a topology on ", which
is called the Zariski topology.

(b) The topological space from Item (a) above is Noetherian, that is each de-
creasing sequence of closed subsets stabilizes.

(c) A subspace of an arbitrary Noetherian topological space is again Noetherian
(with the induced topology).

(d) Each Noetherian topological space decomposes into a finite number of ir-
reductble closed subsets, that is subsets that can not be presented as a
non-trivial union of two closed subsets.

(2) Let R be a commutative ring with 1 and let Spec(R) be the set of all prime
ideals of R. For I < R, we define:

V(I) = {P e Spec(R) | I < P}.

Let P € Spec(R). Show the following.
(a) The sets of the form V (I) are the closed sets of a topology on Spec(R).
(b) The singleton {P} is closed if and only P is a maximal ideal.

(3) Show that the following map:

U Q" — Spec(Q[X]), ¥Y(ai,...,an) = (X1 —a1,...,Xn —an) <QX]

is a homeomorphism between Q" (with the Zariski topology) and ¥(£2") (with
the subspace topology induced from Spec(Q[X])).
(4) A closed subset V < Q" is K-closed, if there is A € K[X] such that V = Z(A).
For a K-closed V < Q", we denote V(K) :=V n K". Show the following.
(a) The K-closed sets are the closed sets of a Noetherian topology on Q.
(b) The subspace topology on K™ induced from Q" with the K-closed set topol-
ogy from Item (a) coincides with the Zariski topology on K.
(c) The subspace topology on K™ induced from Q" with the Zariski topology
coincides with the Zariski topology on K". That is: for any closed subset
V < Q" there is a K-closed subset Vi € Q" such that V(K) = Vi (K).
(Find an elementary algebraic proof, don’t use model-theoretic stability.)
(5) A K-closed set is K-irreducible, if it is an irreducible set in the topology from
Problem (4a). Find the following examples of K, and K-closed V < Q".
(a) V is K-irreducible and V is not irreducible.
(b) V is irreducible and V(K) is not empty and not irreducible (in K™).
(c) V is not K-irreducible and V(K) is not empty and irreducible (in K™).



2. MODEL COMPANION AND MODEL-THEORETIC SET-UP FOR GROUP ACTIONS

2.1. Model companion. Let L be a language, x be a cardinal number and suppose
that for each i < k, there is an L-structure M;. We say that (M;);<x is a chain of
L-structures, if for each ¢ < j, we have that M; is an L-substructure of M;. It is clear
that if (M;)i<x is a chain of L-structures, then the increasing union

M= M,
1<K
has a unique L-structure such that each M; is an L-substructure of M.
Let T be an L-theory. We say that (M;)i<x is a chain of models of T if it is a chain
of L-structures and each M; is a model of T'.

Definition 2.1. The theory T is inductive, if for each chain of models of T, its union
is also a model of T.

A V3-formula is a formula of the form VxIyp(z,y, z), where ¢(z,y, z) is a quantifier-
free formula and x,y, z are tuples of variables.

An L-theory T is a V3-theory, if there is an L-theory T’ such that T consists of
V3-sentences and 7" is equivalent to 7' (that is: the class of models of T' coincides with
the class of models of T”; in short: “T" and 7" have the same models”).

Proposition 2.2. A theory is inductive if and only if it is a YI-theory.

Problem 2[1] asks for a proof of the right-to-left implication. We skip a proof of
the left-to-right implication, since all the theories considered in this lecture will be
V3-theories.

Definition 2.3. Let M = T. We say that M is an existentially closed (abbreviated
e.c.) model of T', if for any quantifier free Ljs-formula y(z) and any L-extension M € N
of models of T', we have that:

N E3dzx(z)  implies M = Jzx(x).

Intuitively, all solvable in an extension of M “systems of (in)equations” (represented
by a quantifier-free formula) can be already solved in M (Hodges: “Existentially closed
structures are one of those happy ideas which occur to several different mathematicians
at different times and places, beginning with those Renaissance scholars who invented
imaginary numbers.”).

We will use the following natural convention. If, for example, we say: “G is an e.c.
group”, then we mean “G is an e.c. model of the theory of groups”. Similarly for rings,
fields etc.

Example 2.4. We will show that the class of existentially closed fields (or domains)
coincides with the class of algebraically closed fields. It is clear that any existentially
closed field is algebraically closed, since any polynomial of positive degree with coeffi-
cients from a field F' has a zero in a field extension of F.

For the opposite implication, let F' be an algebraically closed field and we will show
that F' is existentially closed. Let ¢(z) be a quantifier-free Lp-formula and F' € K be
a field extension such that K = Jzp(x). We need to show that F' = Jxp(z). Since
©(z) is quantifier-free, it is a Boolean combination of atomic formulas. By the form of
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terms in the language Lp, the atomic formulas in Lp are equivalent (modulo the theory
of rings) to ones of the form “W(z) = 0”, where W € F[X]. For any field extension
F S M and any a € M", we clearly have that:

() M = —~(W(a) = 0) if and only if ME (W@W(@™"=1).

We replace any atomic formula of the form “—(W(x) = 0)” in ¢(z) with the formula
“W(x)t =17, where ¢ is a new variable and we obtain in this way a new quantifier free
formula ¢'(x,t) without negations of atomic formulas. By (#), we get that:

M = Jzp(z) if and only if M = 323t (,t).

Therefore, we can replace in this proof ¢(z) with ¢(z,t) and assume without loss of
generality that ¢(x) does not contain negations of atomic formulas (“Rabinowitsch
trick”). We can also assume that ¢(z) does not have any disjunctions and as a result
©(x) is of the form: “Wi(z) =0A... AW, (x) = 0" for some Wy,..., W, € F[X]. Since
K | 3zp(x), we get that

[:=(Wy,...,W,)F[X] # F[X]

(otherwise we would get K }= (1 = 0)). By Weak Hilbert’s Nullstellensatz (Theorem
[L.1), the ideal I has a zero in F. In particular, we obtain F' = 3z¢(x), which finishes
the proof.

Remark 2.5. Using quantifier elimination for the theory ACF,, (where p = char(F)),
one could conclude the proof from Example in the following, much quicker, way. By
quantifier elimination, the field extension F' € K8 is elementary. Since K = Jzo(z)
and o(z) is quantifier-free, we also get K#8 = Jzp(z). Since the field extension F <
K®# is elementary, we get F' = Jzp(z).

However, the more complicated proof from Example will be useful in situations
where we do not have any theory with quantifier-elimination “at hand” and this is the
situation one usually encounters.

Lemma 2.6. Assume that T is inductive and M |=T. Then, there is an L-extension
M S N such that N is an e.c. model of T'.

The proof of Lemma is similar to the proof of existence of an algebraic closure of
a field, but it is even simpler: in the case of fields, for a given non-constant polynomial
W e F[X] in a single variable one has to construct a field extension F' € K such that W
has a zero in K and then use induction. In our case, for any “solvable” quantifier-free
formula, we already have an extension, so we need only to use (transfinite) induction
which is left as Problem 22|

By Lemma existentially closed models exists. We give below a definition of the
notion of a model companion in a form which is convenient for us.

Definition 2.7. For an inductive L-theory T, we call an L-theory T™ a model companion
of T if the class of models of T™* coincides with the class of e.c. models of T

Remark 2.8. A class of L-structures is elementary, if there is an L-theory T" such that
this class coincides with the class of models of T”. Therefore, for an inductive theory
T, T has a model companion if and only if the class of e.c. models of T" is elementary
(and the model companion coincides with the axiomatization of this class).
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We recall that a theory T' is model complete if every L-extension of models of T is
elementary.

Remark 2.9. Let T be an arbitrary L-theory. We collect some general definitions and
results without proofs.

(1) A companion of T is a theory T" such that every model of T' can be embedded
in a model of T”, and every model of T can be embedded in a model of T

(2) A model companion is a companion which is model complete. It was shown by
Robinson that any theory has at most one model companion.

(3) For inductive theories, the above definition coincides with Definition

Let us recall that an L-structure M is k-saturated, if

e for all A € M such that |A| < &,
e for all finitely satisfiable in M sets of L 4-formulas p(z) (in other words: types
in M over A);

the type p(z) is satisfiable in M. We say that M is a k-saturated model of T, if M =T
and M is a k-saturated L-structure.

Remark 2.10. If T is inductive, then it has e.c. models. For any cardinal x, an
arbitrary theory 7T has k-saturated models. Therefore, if T" has a model companion,
then T also has k-saturated e.c. models, so it has “very big models”.

Example 2.11. Model companions and non-companionable theories (Hodges: “There
are many examples of non-companionable theories, but most of them depend on sub-
stantial mathematics”).

(1) The theory of sets has a model companion, which is the theory of infinite sets
(Problem 2[3).

(2) The theory of linear orders has a model companion, which is the theory of dense
linear orders without end-points (Problem 2.

(3) By Example the theory of fields has a model companion, which is the theory
of algebraically closed fields.

(4) The theory of difference (or transformal) fields (that is: fields with an auto-
morphism) has a model companion, which is called ACFA. The axioms will be
discussed later.

(5) The theory of differential fields (that is: fields with a derivation) has a model
companion, which is called DCF. The axioms will be discussed later.

(6) The theory of commutative groups has a model companion, which is the theory
of commutative divisible groups having infinitely many elements of order p for
every prime p (Problem 2.

(7) The theory of groups has no model companion.

Proof. Suppose that the theory of groups has a model companion and we will
reach a contradiction. Let G be a “monster model” of this model companion,
that is an e.c. group, which is k-saturated and rk-strongly homogenous for some
k£ > ¢. There are at most continuum orbits of the action of Aut(G) on G,
since there are at most continuum 1-types over empty set calculated in G. By
Problem 2(&), there are at most continuum conjugacy classes in GG. Using this



and the k-saturation of G, we get that there are finitely many conjugacy classes
in G, which contradicts Problem 2[§]c). O

It can be shown that every e.c. group is “ultrahomogeneous”; that is: every
isomorphism between finitely generated subgroups extends to an inner automor-
phism.

(8) The theory of commutative rings has no model companion.

Proof. It is enough to show that a non-principal ultrapower of an e.c. commu-
tative ring is not e.c.
Let A be an e.c. commutative ring and assume that:

“Aq=1TAu
I

is e.c. We will reach a contradiction. Since A is e.c., for each n > 0 there is
ry, € A such that 7771 # 0 = r? (nilpotent of degree n). Let

7= (rp)n/U € *A.

By Los Theorem, r is not nilpotent. By Problem 2@(&), there is a ring extension
*A € B and an idempotent element b € B such that r divides b in B. Since *A
is e.c., there is an idempotent element a € *A such that r divides a in A. By
Lo$ Theorem again, there is n > 0 (even infinitely many n’s) such that there is
an idempotent element a,, € A such that r,, divides a, in A. By Problem 2[9(a),
7y, is not nilpotent, a contradiction. O

In Problem 2[9(b), you are asked to transform (“to un-Lo$”) the above proof
to show that there is no Ng-saturated and existentially closed commutative ring.

If we want to study model-theoretic properties of some axiomatizable objects (as
differential fields, ordered sets or group actions on fields), it is natural to start from a
model companion of the corresponding theory (if it exists). Then, we get a nice model
complete theory of “large” objects of the kind we are interested in. Hence, the first
natural question in this context is: does a model companion of a given theory exist? A
large part of this lecture is related to this question in the case of group actions on fields.

2.2. Model-theoretic set-up for group actions on fields. Let us fix a group G,
we will usually denote the group operation in G by “nothing”, that is hg for h, g € G,
and the neutral element is denoted by e. We use the following (not very standard)
terminology: we call a pair consisting of a ring together with a G-action on this ring by
G-ring. Similarly, we consider G-fields, G-ring/G-field extensions, etc.

We define the following language of G-rings:

LG := Lying v {)\g | g € G},

where each )\, is a unary function symbol. Then, the theory of G-fields, abbreviated
G — TF, is the following:

G — TF := Theory of fields U {Agjo A, = Agn | g,h e G} U {Ac =idg}

U {Ag is a field automorphism | g € G}.
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It is clear that the class of models of the theory G — TF coincides with the class of
G-fields after the identification (g € G,a € K):

¢ :G— Aut(K), Agla) = p(g)(a)(=g-a).

Remark 2.12. It is often more natural and more convenient to consider the language
coming from a chosen set of generators of the group G. For example, if G = Z, then the
natural language is Ly := Lying U {0}, where o is a unary function symbol corresponding
to a generator of the group Z. This is the language of difference rings, that is rings
with an automorphism.

As mentioned in the previous subsection, the main question is: does a model com-
panion of the theory G — TF exist?

Example 2.13. We give one positive and one negative example.

(1) If G = Z, then G—TF corresponds to the theory of difference fields and a model
companion exists (the theory ACFA).

(2) If G =Z x Z, then G — TF corresponds to the theory of fields with two com-
muting automorphisms. Quite surprisingly, the model companion does not exist
(Hrushovski).

If we drop the commutativity assumption (that is, we consider actions of the
free group F»), then a model companion exists.

Characterizing the class of groups G such that a model companion of the theory
G — TF exists seems to be a very hard problem, it is not even clear what an answer
should be. I will comment more on this later, after we learn some model theory of finite
group actions on fields.
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Problem List 2

For k > 0, C) denotes the cyclic group of order k. Let P denote the set of prime
numbers. For an Abelian group A and p € P, we define the following subgroups of A:

Alk]:={a€A|ka=0}, APp*]=|]ADP".

(1) Show that if T is an V3-theory, then for each chain of models of T', its union is
also a model of T'.

(2) Show that any model of an inductive theory T" extends to an e.c. model of T.

(3) Show that the theory of infinite sets is a model companion of the theory of sets
(the empty theory in the language of equality).

(4) Show that the theory of densely linearly ordered sets without end-points is a
model companion of the theory of linearly ordered sets.

(5) Show that any e.c. domain is an algebraically closed field.

(6) If k|l, then we regard C} as a subgroup of Cj. For p € P, show the following:

C*p*l = | G = (@/2) [p™).

We denote Cpr := | Jo”_; Cpn and call it the Priifer p-group.
(7) Let A be a commutative group. Show the following.
(a) The group A is divisible if and only if we have

A= Q¥ @@ (Cpr)®,
pelP

where k, £, are cardinal numbers and, for example, Q®* stands for @;-. Q.

(b) For a fixed commutative divisible group A, the cardinal numbers &, x, from
Item (a) are unique. The Priifer p-rank of A is defined as k.

(c) If A is divisible, then for any p € P, the Priifer p-rank of A coincides with
dimg, (A[p]) (A[p] has the obvious structure of a vector space over IFy).

(d) There is a theory Tr, whose models are divisible commutative groups having
infinite Priifer p-rank for all p € P.

(e) There is B |= Ty, and a monomorphism A — B.

(f) If A is divisible and A < B is a group extension, then there is A’ < B such
that B=A® A’.

(g) The theory Ty, is a model companion of the theory of commutative groups.

(8) Suppose that G is an e.c. group and a,b € G. Show the following.

(a) If there is f € Aut(G) such that f(a) = b, then a and b are conjugate in G.

(b) For any k > 0, there is an element of order k in G.

(c) The group G has infinitely many conjugacy classes.

(9) Let R be a commutative ring and r € R.

(a) Show that 7 is not nilpotent if and only if there is a ring extension R € S
and a non-zero idempotent s € S (s? = s) such that r divides s in S.

(b) Show that there is no Rg-saturated e.c. commutative ring.

(10) Show that the class of non-algebraically closed fields is not elementary.
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3. FINITE GALOIS THEORY AND ACTIONS OF FINITE GROUPS

3.1. Finite Galois theory. I collect below some facts related with finite Galois theory,
which I assume you already know.

For a field K, K denotes a fixed separable closure of K and K& denotes a fixed
algebraic closure (containing K*P) of K. For any k& > 0, C}, denotes a cyclic group of
order k. If K € L is a Galois field extension (so far, finite), then Gal(L/K) denotes
Aut(L/K), that is the field automorphisms of L fixing K pointwise. For [ > 0, {; € K5P
denotes a primitive [-th root of unity (it exists if and only if char(K) { (). If a group G
acts on K by field automorphisms, then we define:

K¢ :={zeK | (Vge G)(g-z = )},

which is the subfield of invariants. If the group G is moreover finite and the action of G
on K is faithful, then the field extension K¢ € K is Galois of degree |G| (the order of G).

Let p be a prime number.

The following result describes Galois extensions of degree p in the case when p is not
the characteristic (and one more condition is satisfied). There are more general versions
of the result below, but we focus on a version we will need later.

Theorem 3.1 (Kummer theory of cyclic extensions). Let F' € C be a Galois extension
of degree p such that char(F) # p. Assume moreover that ¢, € F'. Then, there is vy e C
such that C = F(vy) and vP € F.

One formal comment: for any n > 0, if ¢, (' are n-th primitive roots of unity, then ¢’
is a power of ¢ (and vice-versa), so for any appropriate field K, we have:

(e Kk <« (e K,

hence the statement “(, € K” is unambiguous.
The following result describes Galois extensions of degree p in the case when p coin-
cides with the characteristic.

Theorem 3.2 (Artin-Schreier theory of cyclic extensions). Let F' < C be a Galois
extension of degree p such that char(F') = p. Then, there is v € C' such that C = F(7)
and vP —~v e F.

3.2. Actions of finite groups. We assume that G is a finite group of cardinality &
and we write

G = {gl = eaQQa"'agk}'

Example 3.3. If the group G is trivial, then the class of G-fields coincides with the
class of fields, hence a model companion exists and it coincides with the theory ACF.

From now on, we assume that G is non-trivial, which will be sometimes explicitly
recalled. To fix our intuitions, we consider first actions on algebraically closed fields.
Recall that if a finite group G acts on K, then the field extension K¢ C K is finite, so
the following classical result is very relevant here.

Theorem 3.4 (Artin-Schreier). Let F' be a field whose algebraic closure is a finite
proper extension. Then F has characteristic 0 and its algebraic closure is the quadratic
extension F(i).
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Before the proof, let us discuss some consequences. By Theorem [3.4] we get that
if a finite non-trivial group G acts faithfully on an algebraically closed field K, then
char(K) = 0 and G = Cy (we apply Theorem for F:= K%). We will see below that
this unique possibility still does not yield an existentially closed Ca-field.

Example 3.5. The field C with the complex conjugation ¢ is clearly a Cy-field, since
0? = id. We will see below that (C,o) is not an existentially closed Ca-field. We
consider the following “difference equation”:

zo(x) = —1.
It has no solutions in the Cs-field (C, o), since for any z € C we have:
z0(z) = |z|* = 0.
But it has a solution (for example: X)) in the following Cs-field extension:
(C(X),0), 7(X)=-1/X
(by Problem 36} there is a unique such Cy-field extension).

Having the above information, one can show that if K is an existentially closed G-
field (G finite and non-trivial), then K is not algebraically (and even separably) closed
(Problem 3[8). So, what kind of fields we obtain as (the underlying fields) of G-fields
for G as above? We will learn the answer during the next lectures.

Our presentation of the proof of Theorem [3.4]follows Conrad’s notes: https://kconrad.
math.uconn.edu/blurbs/galoistheory/artinschreier.pdf| and many steps are left
for problem sessions. It is convenient to separate the following important partial result.

Proposition 3.6. Let F < C be a Galois extension such that [C : F] = p is a prime
number and the field C' is algebraically closed. Then, we have the following:

(i) p=2,
(ii) char(C) # 2,
(iii) 4:= ¢ = v/—1¢ F.

Proof. We show first that char(C') # p. Assume that char(C) = p and we will reach a
contradiction. By Theorem [3.2] there is a € F such that C' = F(«a), where « is a root of
the irreducible polynomial X? — X —a € F[X]. Any b € C can be uniquely written as:

b=by+bia+...+b,_1a? !
for some bg,...,b,—1 € F. Then, it can be computed that:
W —b=((bp—1)" —bp—1) a? ' + lower degree terms in .
Take b € C such that aa? ! = b — b (such b exists, since C is algebraically closed).
Then we have (for b; as above, which are related to our choice of b):
ac? ' = ((bp—1)” — by—1) @' + lower degree terms in a.

By uniqueness of the coefficients above, we get that a = (by—1)? —bp—1. Hence b,_1 € F
is a root of the irreducible polynomial X? — X — a € F[X], which is a contradiction by
Bezout’s Theorem.


https://kconrad.math.uconn.edu/blurbs/galoistheory/artinschreier.pdf
https://kconrad.math.uconn.edu/blurbs/galoistheory/artinschreier.pdf
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We have shown that char(C) # p and we proceed now with the main argument, that is
we aim to show that p = 2 which will give us Items (i) and (ii). Since C is an algebraically
closed field and char(C) # p, we obtain that (, € C. Since [F((p) : F] < p—1 and
|C : F| = pis a prime number, we get that (, € F. By Theorem there is v € C
such that C' = F(y) and 7 € F.

Let o be a generator of the Galois group Gal(C/F) and 8 € C be such that P = ~.
Since ﬁp2 =~P e I, we obtain the following:

g = (87) = (@ (B

Therefore, there is w € C such that wP” =1 and:

(1) o(B) = wp.
Since w? is a p-th root of unity, arguing as we did above for (,, we obtain w” € F', which
implies that (o(w)/w)P = 1.

If wP = 1, then we get a contradiction since it implies o(5?) = P, so v = P € F and
C = F(y) = F. Hence w? is a primitive p-th root of unity. Since wP is a primitive p-th
root of unity and o(w)/w is a p-th root of unity, there is k € Z such that o(w)/w = (wP)¥,

that is:
(2) o(w) = w! Pk,
From and , we obtain the following (for n > 0, o™ denotes o composed with itself
n times):
B =0c"(B)
= wo(w)...o? Hw)s
_ w1+(1+pk)+...+(1+pk)p’15.

Since the multiplicative order of w is p?, we get the following congruences modulo p?
(the last one is even the equality):

p—1 ‘
0= > (1+pk)
j=0
p—1
= (1 + jpk)
j=0
—1
=p+ p(p2 )pk.
This implies that p divides 1 + kp(p —1)/2, hence p = 2 and k is odd, so we have shown

Items (i) and (ii).
It remains to show Item (iii) saying that i ¢ F. Since p = 2, w has multiplicative
order 4. Hence w = i and we get the following (since k is odd):

_ 12k

o(w) =wd #w.

Therefore, we get that
w=1¢ F = Fix(0),
which finishes the proof. O
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We can conclude now the proof of the Artin-Schreier Theorem.

Proof of Theorem[3 Let C := F?£._ By Problem 3[3] the field extension F < C is
Galois. The main point in this proof is to show the following.

Claim

[C:F]=2.

Proof of Claim. Let us assume that [C' : F] # 2 and we will reach a contradiction.
Since [C : F] # 2, we get that t|[C : F], where ¢ = 4 or ¢ is an odd prime. Since
Gal(C/F) = [C : F], we get by the Sylow theorems that there is H < Gal(C/F') such
that |H| = t. Let us set K := C1. By Galois theory, we get [C' : K] = t. By Proposition
3.6{(1), we obtain that ¢ can not be an odd prime, so t = 4.
Since

|Gal(C/K)| = [C: K] =t =4,
Gal(C/K) has a subgroup of order 2. By Galois theory again, there is a tower of fields
K < K' < C such that [C : K'] = 2. By Proposition [3.6iii), we obtain that i ¢ K’,
therefore i ¢ K. But then [C : K(i)] = 2 and by Proposition [3.6[(iii) again we get that
i ¢ K (1), which is a contradiction finishing the proof of Claim. O

By Proposition (and Claim), char(F') # 2 and i ¢ F. Since the field C' = F(i) is
algebraically closed, we get that every element of F(i) is a square in F'(i). Therefore,
the assumption from Problem 3[4 are satisfied and by Problem 3M|(b), we get that F
has characteristic 0, which finishes the proof of Theorem O

Remark 3.7. (1) It can be shown that “algebraically closed” from the statement
of Theorem can be replaced with “separably closed” there.

(2) Problem 3[5| shows that any F from the statement of Theorem “looks like
R”, that is F' is an ordered field whose positive elements are non-zero squares.
Actually, such an F' is a real closed field, so F and R are elementary equivalent
(we will not prove it).

(3) There are “non-standard” fields F' as in the statement of Theorem of arbi-
trary infinite cardinality (Problem 3.
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Problem List 3

Let G be a group and ¢ = (4 denote a 4-th primitive root of unity.

(1) Let F be a field of characteristic p > 0, a € F, and m € IN. Show that if a is not
a p-th power in F, then the polynomial X?" — a is irreducible in F[X].
(2) Suppose that F' € K is a field extension such that F' is not perfect and K is
perfect. Show that this extension is infinite.
(3) Let F < C be a finite field extension such that the field C' is algebraically closed.
Show that this field extension is Galois.
You are not allowed to use the Artin-Schreier Theorem in this proof!
(4) Suppose that F' is a field such that:
e char(F) # 2;
e 1 ¢ F,
e every element of F'(i) is a square in F'(7).
Show the following.
(a) Every finite sum of squares in F' is a square in F.
(b) The field F' has characteristic 0.
(5) Let F' be a field of characteristic 0 such that i ¢ F and F'(i) is an algebraically
closed field.
(a) Show that for every a € F*, exactly one of a and —a is a square.
(b) Show that if aj,...,a, € F* (n > 0) are squares, then a; + ... + a, is a
non-zero square.
(c) Give the definition of an ordered field (K, <).
(d) Show that F' becomes an ordered field with the order defined as:

a<b — b — a is a square.

(6) Let 0 € Aut(C) be the complex conjugation. Show the following.
(a) There is a unique & € Aut(C(X)) such that 5(X) = —1/X and for any
z € C we have 5(2) = 0(2).
(b) For & from Item (a) above, we have & oo = id.
(7) Suppose that K is an existentially closed G-field. Show that the field K is
perfect (G need not be finite here).
(8) Suppose that K is an existentially closed G-field and G is finite. Show the
following.
(a) The field K is not algebraically closed.
(b) The field K is not separably closed.
(9) Let L be alanguage, x be a cardinal number and M be a r-saturated L-structure.
(a) Give the definition of a consistent type in variables (x;);<.
(b) Let p(x;)i<x be a consistent type (with respect to the theory Th(M)) in
variables (z;);<x. Show that p has a realization in M.
(c) Suppose that L is the language of groups. Write down a type p(x;)i<x
expressing the property that there are at least x different conjugacy classes.
(10) Show that for every infinite cardinal number s, there is an algebraically closed
field C such that |C| = k and C has an automorphism of order 2.
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4. INFINITE GALOIS THEORY

It may seem strange that to understand the model theory of actions of finite groups
on fields, we need to know some Galois theory of infinite Galois extensions. The reason
comes from the last lecture: if an action of a finite group G on a field K is “interesting”,
then K has arbitrarily large finite field extensions and we need to understand them all
(they are first-order interpretable in the field K). The best think to do is to understand
the entire infinite Galois field extension K € K®P and exactly for this purpose we need
the infinite Galois theory.

I will present necessary results and definitions from the Galois theory of infinite
algebraic extensions. The crucial notion here is the notion of a profinite group, which
is a topological group of a special type.

Let us start with a general example which is crucial for us. We will also give an
explicit example of this situation to understand all the related concepts better. At the
same time, we will also state some formal definitions related to this general example.
Assume that K € M is a Galois field extension (possibly infinite) and Gal(M/K) is its
Galois group (possibly infinite).

Example 4.1. As an explicit example, we take a prime field of positive characteristic
K :=TF,and M := IF;lg. The choice of the prime number p does not matter here.

The above example fits into the following general definition.
Definition 4.2. Let F be a field. We denote:
Gal(F) := Gal(F®**/F)
and call this group the absolute Galois group of the field F.
Since the field I, is perfect, we get that Fiy® = F4® and Gal(F,) = Gal(F'8/F,).

We consider now the direct system of finite Galois subextensions, where any such
subextension is the following tower of fields:

KcK,cM
and we assume that K € K is a finite Galois extension.
Example 4.3. In the situation from the explicit example, we have:
F, C T, < Fak.
There is a set of indices I such that:
(KK, M)

is the collection of all such towers and we put a partial order on I by declaring;:

el

1< — K; < K;

(actually, this family of towers is “ordering itself” by inclusion, but it is aesthetically
nicer to have this indexing partially ordered set I).

Example 4.4. In the situation from the explicit example, we have I = IN~o. However,
the order is not the usual order on N~y but it is the divisibility order, since for i, j € N>,
we have:

Iqu', - ]ij — Z| J-
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Then, the collection:
(Gal(Ki/K))
becomes an inverse system of finite groups, that is for any ¢ < j we have the restriction
group homomorphism

res! : Gal(K;/K) — Gal(K;/K), res! (f) == flx;,

el

which (by finite Galois theory) is an epimorphism; and, moreover, for any i < j < k,
we have the following;:

(1) resg o res? = rest, resi = id.

A general definition of an inverse system (of groups) is given below.

Definition 4.5. An inverse system of groups is a collection of groups (G;)ier indexed
by a partially ordered set (I, <) together with a collection of group homomorphisms

(rlj G — Gi)zgj’
which satisfy Equation (1) above (for “r” in place of “res”).
For any ¢ € I, we also have the “big” restriction epimorphism:
res; : Gal(M/K) — Gal(K;/K)
and for all ¢ < j, the following holds:
(2) resg ores;j = res;.

The following commutative diagram may help to visualise this situation:

Gal(M/K)
Gal(K;/K) e Gal(K;/K).

Example 4.6. In the situation from the explicit example, we have
Gal(IE‘pi/]Fp) = CZ

(so, the prime number p “vanishes” from the picture). Moreover, each of the cyclic
group Gal(IF,:/IF;)) comes with a particular choice of a generator, which is the Frobenius
automorphism on . Let o; be the corresponding generator of C;. If i|j, then the
association ¢; — o; uniquely extends to a group homomorphism r] : C; — C; which
corresponds to the restriction homomorphism:

I‘esg : Gal(]ij/]Fp) — Gal(]Fpi/]Fp)7

so (C;, rf )ilj is an inverse system of all finite cyclic groups.
The crucial thing here is the following universal property (Problem 4 saying that
Gal(M/K) is the inverse limit (the formal definition follows the statement of the theo-

rem) of the inverse system of groups (Gal(K;/K))er.
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Theorem 4.7. Suppose that H is a group and we also have a collection of homomor-
phisms t; : H — Gal(K;/K) such that for all i < j:

resg ot; =1t;.
Then, there is a unique group homomorphism ¢ : H — Gal(M/K) such that for all
1 € I we have:

res; 0 = 1;.

Definition 4.8. Let (Gi,rg)me[ be an inverse system of groups. An inverse limit of
this inverse system is a group G together with a collection of group homomorphisms

(ri : G —> Gi)ieq
such that we have the following.

(1) Equation (2) above holds (for “r” in place of “res”).
(2) If H is a group together with a collection of homomorphisms t; : H — G; such
that for all ¢ < j, we have:

rg ot; =1
then there is a unique group homomorphism ¢ : H — G such that for all i € T
we have:
;0@ =1;.
We usually express the fact that G is an inverse limit of the inverse system (Gj)ier (as
you can see, we often skip r from the notation) by writing:

G ~lim,, G
Example 4.9. In the situation from the explicit example, the inverse limit of the
inverse system (Cj)ien., from Example coincides with the profinite completion of

the additive group Z, which is denoted by 7. We will discuss profinite completions in
general later.

Theorem implies that the group Gal(M/K) is fully determined by the inverse
system of groups (Gal(K;/K));. It can be explicitly formulated as follows (a more
general version is stated in Theorem [4.11]).

Theorem 4.10. We define:

G:= {<gz~>id e [TGal(ki/K) | (¥i < j) (resi(9)) = 9:) } :
i€l
Then, we have the following:

(1) G is a subgroup of the group | |,c; Gal(K;/K);
(2) the map:

Gal(M/K) — G, [ (resi(f)er

is an isomorphism of groups.
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The pure group structure of Gal(M/K) is not enough to yield a meaningful Galois
theory. We also need a topology on Gal(M/K), which comes from its description as the
inverse limit of the inverse system (Gal(K;/K))icr. We recall some notions from point-
set topology. If (7;)er is a collection of topological spaces, then the Cartesian product
| l;e; Ti has a natural Tychonoff topology. The Tychonoff Theorem says that if all the
T;’s are compact Hausdorff, then the product | [,c; T; is compact Hausdorff as well. We
regard finite groups Gal(K;/K) as topological spaces with the discrete topology (any
subset is open). Then, they are also compact Hausdorff and by Tychonoff Theorem,
the product [[..; Gal(K;/K) is compact Hausdorff as well (but it is far from being
discrete!).

We consider Gal(M/K) as a topological space with the subspace topology induced
from [T;c; Gal(K;/K) (we identify Gal(M/K) with G using Theorem [4.10). For a de-
scription of the topological structure on Gal(M /K), the following result is crucial, which
we state in a more general context.

el

Theorem 4.11. Let (Gi,rlj)i,je[ be an inverse system of groups. We define:

G:= {(gi)iel € HGi | (Vi <) (le'(gj) = gi) } .
i€l
We have the following:
(1) G is a subgroup of the group | |,c; Gi;
(2) G (with the projection maps) is an inverse limit of the inverse system (Gj, ’rl'-j)z"je];
(3) G is a closed subset of the topological space [ [,.; Gi, where the G;’s are considered
with the discrete topology.

Proof. Ttem (1) is clear. Item (2) is Problem 42| Item (3) is (a special case of) Problem
43 O

Corollary 4.12. Gal(M/K) is a compact Hausdorff topological space.

iel

Proof. 1t follows from Theorem since a finite discrete topological space is compact,
and a closed subset of a compact Hausdorff space is again compact Hausdorff. O

The following general notion is strongly related to the topic we are discussing here.
Definition 4.13. A topological group is a pair (H,-), where H is a topological space
and (#, ) is a group such that:

(1) the group operation map:
tHXxH-—H
is continuous;
(2) the inverse map:
H—H
is continuous.

It can be checked that Gal(M/K) with the topology defined above is a topological
group. Such topological groups are called profinite, the general definition is below.

Definition 4.14. A topological group H is profinite, if it is isomorphic (as a topological
group) to an inverse limit of finite groups with the topology from Theorem [4.11]
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We present below a construction producing a profinite group from an arbitrary group.

Definition 4.15. Let H be an arbitrary group and (H; < H);e; be the direct system
of all normal subgroups of H such that the index [H : H;] is finite. Then (H/H;)er is
the inverse system of finite quotient groups of H. We define the profinite completion of
H as: ~
H := Linie] H/H;.

Then, Hisa profinite group. By the universal property of the inverse limit, the collec-
tion of quotient maps (m; : H — H/H;);e induces a unique (completion) homomorphism
p:H—> H such that for any ¢ € I the following diagram commutes:

H a
[
t;

H/H;.

By Problem 4(1), the image ¢(H) is dense in H (with the profinite topology). We
give below some examples of profinite completions.
Example 4.16. Let H be a group.

(1) If H is finite, then the natural map H — H is an isomorphism.

(2) If H = Z, then (H/H;)e; from Definition is an inverse system, which is
isomorphic to the inverse system (Cj)ien., from Example By Problem 4
we get the following isomorphism of topological groups:

Gal (F3#/F, ) = Z.
It can be shown (Problem 4[6) that:
7 =]z,
qelP

where for each prime ¢, we have (the usual ordering on IN!):
Zq = LiI_nnE]N an.

It can be also shown that Z] coincides with the additive group of the ring of
q-adic integers (details may be given later in the lecture depending on time).

(3) The profinite completion may be trivial, for example Q= {0} (the same holds
for an arbitrary divisible commutative group). Obviously, in such a case the

map Q — @ is the O-map, in particular it is not injective. By Problem 4(ii),
we have in general that:
ker<<p:H—>ITI) :ﬂHi
i€l
(H;’s above are normal subgroups of H of finite index).

We are ready now to state the fundamental theorem of infinite Galois theory. We
will skip the proof (except the closed subgroup condition: Problem 4.
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Theorem 4.17. Assume that K € M is a Galois extension (possibly infinite) and we
consider Gal(M/K) as a profinite topological group. We have the following.

(1) The association:
F— Gal(M/F)
gives a bijection between the family of towers of fields K € F < M and the
family of closed subgroups of Gal(M /K).
(2) The inverse map to the map from Item (1) is given by:
He MY,
(3) The above maps reverse inclusions and we have:
[F: K] =[Gal(M/K) : Gal(M/F)].
(4) The field extension K € F is Galois if and only if Gal(M/F) < Gal(M/K). In
such a case, we have the following:
Gal(F/K) = Gal(M/K)/Gal(M/F).
Example 4.18. For the Galois extension I, ¢ ]E‘Zlg, we know that:
Gal(F32/F,) = Z = | [ Z,.
qelP
The finite extensions IF, © IFp» correspond to the closed subgroups of finite index in
Z (actually, any subgroup of finite index in Z is closed), which further correspond to

finite index subgroups nZ in Z (since 7 = Z) We also have the following:
Gal (F,» /F,) = Gal (F;lg/mp) /Gal (Fglg/wpn) ~ 7/nZ, = LinZ = Cp.

To give an example of an infinite extension, let us fix r € IP and consider:

[] z,<z.

qeP\{r}
Then, we have:
” H
()"~ (Urs) ~Ur.
n>0 >0

(note that the first infinite union is not increasing and that the second infinite union is
increasing).

The closed condition is crucial in Theorem [4.17] as the following example shows.

Example 4.19. Since (), nZ = {0}), Problem 4[5{ii) implies that the completion map
0: 7 — 7 is one-to-one. Hence, we consider Z as a subgroup of 7 = Gal(TF,, Fale /Fp). By
Problem 4.5(i), Z is dense in Z. In partlcular Z. is not a closed subgroup of 7 (it is easy
to see, for instance by Example that Z # Z). Therefore, 7. does not correspond
to any subfield of IFZlg.
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Problem List 4

(1) We assume that K < M is a Galois extension and (K € K; S M);er is the
collection of all towers of fields such that K € K is a finite Galois extension.
(a) Let g,¢ € Gal(M/K) be such that for all i € I, we have g|k, = ¢'|k,. Show
that g = ¢'.
(b) Let (¢9; € Gal(K;/K))ier be such that for all i < j we have g;|x, = ¢;. Show
that there is g € Gal(M /K) such that for all i € I we have g|k, = g;.
(¢) Show that:

Gal(M/K) = lim _ Gal(K;/K).

(2) Let (Gy, rj)i,jej be an inverse system of groups. We define:

1
G:= {(gi)iel e[[GiI(vi<y) (Tf(gj) = gi) } :
i€l
Show that G (with the projection maps) is an inverse limit of the inverse system
(Gi 1) jer- '
(3) Suppose that (T;,77)); jer is an inverse system of topological spaces (the same def-
inition as for groups after replacing “homomorphism” with “continuous map”).

We define:

T = {(xi)id e [17 1 (vi <) ((a5) = =) } .

i€l
Assume moreover that all the topological spaces T; are Hausdorff. Show that 7

is a closed subset of the topological space | [;c; T;.
(4) Show that:

Z = l.ﬂneﬂ\go Cna
where the inverse system (C, rzj )ilj was described in Example (it is enough

to know that all the maps r] are onto).
(5) Let H be an arbitrary group and ¢ : H — H be the completion homomorphism.

Show the following. R

(a) The set o(H) is dense in H (with the profinite topology).

(b) We have:

ker(gp:H—>fI) zﬂHi
i€l
(H;’s above are normal subgroups of H of finite index).
(6) Show that:
7 =]z,

qelP
where for each prime ¢, we have (with the usual ordering on IN!):

Ly := hmne]N Cyn.

(7) Let K € F < M be a tower of fields such that the extension K € M is Galois.
Show that Gal(M/F) is a closed subset of Gal(M/K).
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5. FRATTINI COVERS AND EXISTENTIALLY CLOSED (GG-FIELDS

In today’s lecture, we start from a more detailed analysis of Example [£.18] Then, we
describe Galois-theoretically a property of G-fields which is responsible for a “half” of
the existential closedness.

5.1. Galois correspondence for the absolute Galois group of IF,. In this part,
we study more closely Example regarding the Galois correspondence related to
the field extension I, < Fglg. We need an explicit description of the isomorphism
Gal(IF;lg JFp) = Z. This description will also clarify some issues from Example

It follows from the definitions that there is the following commutative diagram:

© A

7 Z
\ Tw
Gal(F}®/IF,),

where:
e the homomorphism ¢ is the profinite completion map;
e the homomorphism v is the map given by the universal property of the inverse
limit and the following collection of maps:
(rc'?’sn : Gal(F2/IF,)) —> Z/nZ) ,
n>0
where each rés,, is given by the following composition:
resy

Gal(F38 /) —=% Gal(Fpn /F,) —— Z/nZ,

where the last isomorphism maps the Frobenius map on IF)» to 1 + nZ;

e the homomorphism « is such that «(1) is the Frobenius map on IF;lg .

Z=1]z,
qelP
from Problem 4[6] Let us fix n > 0. We want to understand the restriction map

res,, : Gal (F3%/F, ) —> Gal (En /F,)

We recall the isomorphism

as a map
H Zy — Cy.
qelP
Let
nqu”q, Cn;Hqu
qelP qelP

be the decomposition of the number n as a product of powers of pairwise distinct primes,
and we also note the corresponding decomposition of the cyclic group C),, (Chinese
Remainder Theorem). These products look infinite, but they are in fact finite, since
almost all v, (the g-adic valuations applied to n) are 0. We have the corresponding two
epimorphisms:

Tawg * Lig —> Cyra, Tnyg : On — Cya.
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We have the following commutative diagram:

resn

Gal(F3%/IF,) Gal(Fn /F,)

Hq Tq,Uq

Hq Zq Hq quq )

where the isomorphism W is given by the following three things:

e the universal property of the inverse limit;
e the universal property of the product;
o for each g € IP, the following collection of maps:

(F5,: : Gal(F3 /) — Cye)

)

where the homomorphisms rés,: were defined above.

q

Problem 5[1] says that in the general setting of an arbitrary Galois extension K & M,
if H < Gal(M/K) and for each i € I we define:

H; :=res;j(H) < Gal(K;/K),

then we have M = | J; K;, and we also obtain:

7

H
= (Use) =Y.
Finally, we apply all the above to the case of

Hi= || Z,<Z=Gal(F/F),)
geP\{r}

from Example Using the commutative diagram above, we have the following
description of the groups H,, which were introduced in Problem 5[T}

Hn = I'eSn(H) = Cnr < Cn = Gal(IE‘p"/]Fp)v

where the number n, is defined as:

n
_|| Ng _
Ny 1= qq_rwa
qFr
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and we identify C),, with a unique cyclic subgroup of order n, in C,. We obtain the
following (we use below “v,(n)” instead of “v,” to emphasize the dependence on n):

" ()

= U (]Fp")Hn

as claimed in Example If we denote:
]qu% = U]qui,

then we have the equality (Problem 5:
1
s = H Eper,
qelP

where the product on the right-hand-side stands for the (infinite) compositum of sub-
fields of IFZlg. This last equality corresponds to the isomorphism:

7 =]z,

qelP

5.2. G-closed fields and Frattini covers. We come back to our situation of interest.
Let G be a finite non-trivial group. We want to understand e.c. G-fields. The material
here comes from:

[HK] Daniel Hoffmann, Piotr Kowalski “Existentially closed fields with finite group
actions”, Journal of Mathematical Logic, (1) 18 (2018), 1850003.

However, many results from [HK] had been also obtained independently by Sjogren
10 years earlier, the related story can be found in [HK].

Let us fix a G field K. We do not notationally differentiate between a G-field and its
underlying field (and its underlying universe). By Problem 3 if K is e.c., then K is
perfect. Hence, it is natural to assume that K is perfect and we make this assumption.
We introduce one more property below (it makes sense for an arbitrary group G).

Definition 5.1. A G-field K is strict, if the action of G on K is faithful.
The result below is Problem 5M4l
Fact 5.2. (1) The G-field K is strict if and only if:
|[K : K9] = |G|.
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(2) If K is strict, then G = Gal(K/K®).
(3) If K € K’ is a G-field extension and K 1is strict, then K' is also strict.

Problem 5[5 says that an e.c. G-field is strict. Therefore, we assume that K is strict
and we make the following identification:
G = Gal (K/K°).

It is also clear that an e.c. G-field does not have any proper algebraic (in the field sense)
extensions. We specify such G-fields below.

Definition 5.3. A G-field is G-closed, if it has no proper algebraic (in the field sense)
extensions.

All these particular properties of e.c. G-fields mentioned above (perfectness, strict-
ness, and G-closedness) are not enough to guarantee the existential closedness as the
following example shows.

Example 5.4. We consider (C, o) as a Cy-field, where o is the complex conjugation.
This Cs-field is clearly perfect, strict, and Co-closed (since C is even algebraically closed).
However, by Example the Cy-field (C, o) is not existentially closed.

There is one more condition of a geometric nature which (together with the previous
ones) implies the existential closedness. We will discuss it next week. At this mo-
ment, we present the Galois-theoretic condition which is equivalent to the G-closedness
condition.

Recall that K is a perfect and strict G-field. We set C' := K& and we identify G with
Gal(K/C). By Problem 32| C is a perfect field as well. Let us set:

G := Gal(C) = Gal (Calg/c) .
Then, we have the restriction map:
res: G — G = Gal(K/C)

and we define:
N :=ker(res : G — G).
By the fundamental theorem of Galois theory, we have:

N = Gal (Calg /K)

and, obviously, we also have that G/N =~ G. We state now the main result of today’s
lecture.

Theorem 5.5 (Lemma 3.7 in [HK]). The following are equivalent.

(1) There is a proper algebraic G-field extension K < K'.
(2) There is a proper closed subgroup Gy < G such that res(Gy) = G.

Proof. (1) = (2) Let us assume that K < K’ is a proper algebraic G-field extension.
We define:

C'i= (K, Gy=Gal(C") = Gal (C™%/C").
By the fundamental theorem of Galois theory, Gy is a closed subgroup of G. We need
to show the following;:
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(i) Go# G,
(ii) res(Go) = G.

Let us consider first the following restriction homomorphism (it is well-defined, since
the extension C' < K is Galois):

resk’ : Gal (K'/C) — Gal(K/C) = G.
By Fact [5.2(iii), K’ is strict, so (by Fact [5.2{ii)) Gal(K'/C") ~ G. Since K < K' is a
G-field extension, we get that:
(%) resi (Gal (K'/C")) = G,

so the map resk restricted to Gal(K’/C') is an isomorphism.
We have the following commutative diagram of field extensions:

Therefore, we get:
[K':C[C':C] =[K": K][K : C].
Since we have (see Fact [5.2)(i)):
[K':C'l = |G| =[K: (],
we get that:
[C":C]=[K":K]>1,

since the extension K < K’ is proper. Therefore, the extension C' < C’ is proper as
well. By the fundamental theorem of Galois theory, we get Gy # G showing Item (i).
To show Item (ii), we consider the following commutative diagram of groups:

g res G
< T Tres%l
Go—% a0,

Using this diagram, the fact that the map res|g, is onto (since the field extension C’ < K’
is Galois), and Equation (x); we get that res(Gp) = G showing Item (ii).

(2) = (1) Let Gy be a proper closed subgroup of G such that res(Gyp) = G. Since
res(Go) = G and N = ker(res), we get that NGy = G. We define:

o = (Calg)%, K= (calg)g‘mN.
Since we have:

Go = Gal ((c’)alg/c') : Go A N = Gal ((C')alg/K') <Go,
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by the fundamental theorem of Galois theory, the field extension C’ € K’ is Galois and
we have:

Gal (K'/C") = Gal ((o’)alg/c') /Gal ((o’)alg/K')
= Go/(Go N N)
~ @,
where the last isomorphism follows from res(Gp) = G' and
ker(res) n Go = N n Go.
We need to show the following;:

(i) K is a proper subfield of K’,
(i) K < K’ has a structure of a G-field extension.

Since NGy = G and Gy # G, we get that N is not a subgroup of Gy. Therefore, we have:
gO M N é Na
so, by the Galois correspondence, we obtain:
N
e () s (o)

GonN ,

showing Item (i).

To show Item (ii), we have to define an action of G on K’ (by field automorphisms),
which extends our fixed action of G on K. We consider the same restriction map as in
the proof of the other implication:

resk : Gal (K'/C) — Gal(K/C) = G.

By the Galois correspondence, the intersection of subgroups corresponds to the com-
positum of subfields, therefore we get the following:

KC' = (Calg)N (Calg)% = (Calg)Nm% - K.
Since KC' = K', the map:
Q= (res?) |Gal(k7/cry  Gal(K'/C") — Gal(K/C) = G

is one-to-one. Since Gal(K'/C') =~ G (a finite group), we get that the map « is an
isomorphism. The fact that the restriction map induces the isomorphism:

Gal(K'/C") =~ Gal(K/C) = G

means that after defining the G-field structure on K’ using this last isomorphism, the
field extension K < K’ becomes a G-field extension giving Item (ii) and finishing the
proof. O

We need one notion from the theory of profinite groups, which naturally appeared in
the statement of Theorem Let H and G be profinite groups.

Definition 5.6. A continuous epimorphism f : H — G is a Frattini cover, if for any
closed subgroup Ho < H, we have that f(Ho) = G if and only if Hy = H.
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Problem 5J0] gives examples and counterexamples for the notion of a Frattini cover.
We get the following obvious conclusion of Theorem [5.5] which is our Galois-theoretic
characterization of G-closed G-fields.

Corollary 5.7. The G-field K is G-closed if and only if the restriction map
res : Gal(C) — Gal(K/C) =G

is a Frattini over.
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Problem List 5

Let p and ¢ be prime numbers.

(1) Let K € M be a Galois extension and
(K c K; < M)Z'EI

be the direct system of field towers such that K € K; is a finite Galois extensions.

We fix H < Gal(M/K) and for each i € I, we define:
Hi = resi(’H) < Gal(KZ/K)

Show the following.
(a) M = Uses Ki-
(b) We have:
MM =)™

(2) Let us denote:
F o = U]qui.
(2
Show the following equality:

al
Fp® = H Fpa
qelP

where the product on the right-hand-side stands for the (infinite) compositum
of subfields of F3®.

(3) Show that the multiplicative groups C*, (Fglg)* are divisible, and find their
corresponding decompositions from Problem 2.7(a).
(4) Let K be a G-field, where G is a finite group. Show the following.
(a) The following are equivalent.
(i) The G-field K is strict.
(i) [K: K9] =|G]|.
(iii) G =~ Gal(K/K©%).
(b) If K € K’ is a G-field extension and K is strict, then K’ is also strict.
(5) Let G be an arbitrary group and K be an existentially closed G-field. Show that
K is strict.
(6) (a) Show that the following epimorphisms

Cy— Co, Cpn —> Cym,  ZLp—> Cpm

are Frattini covers.
(b) Find an example of an epimorphism of finite groups which is not a Frattini
cover.
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6. PAC FIELDS AND EXISTENTIALLY CLOSED (G-FIELDS

In today’s lecture, we introduce the notion of a pseudo algebraically closed (PAC)
field. Then, we will see that the PAC property is responsible for the second “half” of
the existential closedness of G-fields.

6.1. Pseudo algebraically closed fields. We know that if G is finite and non-trivial,
then e.c. G fields are not algebraically closed. However, such (pure) fields should still
be reasonably large in some other sense. In this part of the lecture, we specify and
discuss this: “some other sense”.

We start with an observation. By Hilbert’s Nullstellensatz, a field K is algebraically
closed if and only if for all n > 0, all prime ideals in K[X}, ..., X,] have zeroes in K. In
other words (recall the vocabulary from Section , for all K-irreducible K-varieties V,
the set of rational points V (K) should be non-empty. If we replace the K-irreducibility
notion above with a stronger notion of the absolute irreducibility, then we get a weaker
property of fields, which is exactly the PAC property being the topic of today’s lecture.
The formal definition is below.

Definition 6.1. A field K is pseudo algebraically closed (abbreviated PAC), if for any
absolutely irreducible K-variety V, we have that V(K) # .

It is easy to see that if V' is a plane curve, that is V = Z(F) for some F € K[X1, X3],
then V is absolutely irreducible if and only if F' is an irreducible element in the ring
K®8[ X7, X5]. We call such polynomials “absolutely irreducible” as well.

Example 6.2. Similarly as with algebraically closed fields, it is not easy to give sat-
isfactory examples of PAC fields (note that there is only one natural example of an
algebraically closed field: the field of complex numbers!).

(1) Obviously, each algebraically closed field is PAC.

(2) Each separably closed field is PAC, which is more difficult to show.

(3) We will see that R is not PAC by looking at plane curves or at polynomials
in two variables. Problem 6 says that the polynomial X? + X2 € R[X;, X»]
is irreducible but it is not absolutely irreducible (a warm-up case), and that
the polynomial X? + X2 4+ 1 € R[X1, X»] is absolutely irreducible. Since the
polynomial X7 + X3 + 1 has no zeroes in R, the field R is not PAC.

(4) Finite fields are not PAC (Example 11.2.9 in [FJ], see below), but are “closer and
closer” to being PAC (see Theorem [6.7). This implies (together with Theorem
that non-principal ultraproducts of finite fields are PAC. We will comment
more about it while discussing Ax’s theorem (Theorem below.

We need to use several results about PAC fields and we do not have time to present
their proofs. Not all of them are necessary for the proof of the main result of today’s
lecture (Corollary , but they give a better understanding of the PAC notion. The
full proofs of these results would probably need another one-semester lecture whose title
could be “Field Arithmetic”, which is also the title of the following book where those
proofs can be found:

[FJ] M.D. Fried, M. Jarden, “Field Arithmetic”, 3rd Edition, Springer.
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Theorem 6.3 (Proposition 11.3.2 in [FJ]). The PAC property is first-order, that is
there is a theory T in the language of rings such that models of T are exactly PAC
fields.

Problem 6[I] says that for a field extension K € M, we have the following:

(1) there is a continuous homomorphism:
res : Gal(M) — Gal(K), res(f) = f|as;
(2) if K < M, then the map res: Gal(M) — Gal(C) is an epimorphism.

The next theorem gives a version of a converse statement (to the implication from
Problem 6[1f2)) for PAC fields, which is crucial for our proof of Theorem This
result is stated in a more general and also more complicated way in [FJ].

Theorem 6.4 (Corollary 20.3.4 in [FJ]). If K € M is an extension of perfect PAC fields
and the restriction map res : Gal(M) — Gal(K) is an isomorphism, then K < M.

The next two results provide some information about algebraic extensions and the
PAC property.

Theorem 6.5 (Ax-Roquette, Corollary 11.2.5 in [FJ]). An algebraic extension of a
PAC field is again PAC.

Theorem 6.6 (Ershov, Corollary 11.2.4 in [FJ]). An infinite algebraic extension of a
finite field is PAC.

The result below should be understood as saying that if we look at larger and larger
finite fields, then they become “more and more PAC”.

Theorem 6.7 (special case of Lang- Weil estimates, Theorem 5.4.1 in [FJ]). Let q be a
power of a prime number and F € Fq[ X1, X2] be an absolutely irreducible polynomial of
the total degree d. If we set T := Z(F'), then we have:

g+ 1—(d—=1)(d—2)/g—d<|T(F)| <q+1+(d—1)(d—2)/7.
A similar result holds for arbitrary absolutely irreducible F ,-varieties.

Before the next and final result about PAC fields (which is also crucial for us), we
need one more definition.

Definition 6.8. A profinite group G is projective, if for every continuous epimorphism
of profinite groups o : H — G there is a section 5 : G — H, that is a o § = idg.

Remark 6.9. The notion of a projective profinite group is analogous to the notion
of a projective module. Similarly as in the case of modules, free profinite groups are
projective. We will not give a definition of the notion of “free profinite” here, but, for
example, 7 is a free profinite group on one generator.

Theorem 6.10 (Theorem 11.6.2 in [FJ]). If K is a PAC field, then the absolute Galois
group Gal(K) is projective.

Remark 6.11. The opposite implication does not hold. For example, a finite field is
not PAC, but its absolute Galois group (which is Z) is projective.
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We will discuss now one more notion which we do not need for any proofs, but it is
naturally related to the main topic. Let us define the theory of finite fields as:

e}
Tp =) {) Th(F,n).
peP n=1

The theory Tx consists of those sentences in the language of rings which are true in all
finite fields. In particular, any finite field is a model of Tf.

Example 6.12. We will see examples of two sentences from the theory of finite fields.
(1) Let p e P and ¢, be the following sentence in the language of rings:
1+...+41=0 = Vrdy x = yP.
[
p times

Then, for all p € P, we have ¢, € Tiy. Therefore, models of Ty are perfect fields
(but, of course, not all perfect fields are models of T).

(2) For any n > 0, let v, be a sentence in the language of rings expressing that all
field extensions of degree n are Galois and cyclic (such a sentence exists). Then,
we have 1, € Tg.

Definition 6.13. A field K is pseudofinite, if it is an infinite model of the theory Tg.

A similar notion can be defined for an arbitrary theory in place of the theory of fields,
yielding a notion of a pseudofinite model of a given theory. For instance a pseudofinite
set (that is: a pseudofinite model of the empty theory in the language of equality) is the
same as an infinite set, which may be a slightly confusing example. Problem 6@(b) says
that a field is pseudofinite if and only if it elementarily equivalent to a non-principal
ultraproduct of finite fields.

It is usually not easy to characterize pseudofinite models (for example: pseudofinite
groups are rather mysterious, see Problem 6@(c,d)). However, in the case of fields it
was done by James Ax.

Theorem 6.14 (Ax, Corollary 20.10.5 in [FJ]). Let K be a field. Then, K is pseudo-
finite if and only if the following holds:
(1) K is perfect;
(2) K is PAC;
(3) for each n > 0, K has a unique algebraic extension of degree n (inside a fixed
algebraic closure K8 ),

Remark 6.15. More comments on Ax’s theorem and pseudofinite fields are below.

e By Example [6.121), pseudofinite fields are perfect. By Theorem Theo-
rem and Problem 6[6|(b), finite fields are “PAC enough” to guarantee that
pseudofinite fields are PAC. By Problem 6[8] the uniqueness property from Item
(3) above is first-order as well and since finite fields have it, pseudofinite fields
have it as well. The difficult part of the proof of Ax’s Theorem is the opposite
implication and we do not have time to discuss it. R

e Item (3) in Ax’s Theorem is equivalent to saying that Gal(K) = Z.

o Algebraically closed fields are not pseudofinite. Problem 6/4] is about finding a
subfield of IE‘Zlg which is pseudofinite.



34

6.2. Galois-theoretic description of e.c. G-fields. We have all the ingredients
now to show that the theory of G-fields has a model companion and to give axioms of
this model companion in a Galois-theoretic way. Next week, we will discuss geometric
axioms of this model companion. Firstly, we isolate the last missing property of e.c.
G-fields (G finite).

Theorem 6.16. If K is an e.c. G-field and C := K, then the field C is PAC.

Proof. We present here the proof of Sjogren. Let V be an absolutely irreducible C-
variety, where K is an e.c. G-field and C' := K. It means that V = Z(I) for some
I < C[X] such that I is prime and the ideal IC®8[X] is prime in the ring C*8[X].
Then, the ideal
Ik :=IK[X] < K[X]
is prime as well, which is all we will need (so, we will not use the fact that C is “fully
PAC”).
Let us define the following coordinate rings:

C[V]:=C[X]/I, K[V]:=C[V]®c K.
We use a basic fact about tensor products of algebras for the isomorphism below:
K[V]=ClV]|®c K

= (CIX)/I) @c K

= K[X]/(IK[X])

= K[X]/Ik.
Since the ideal I is prime, K[V] is a domain. Let K (V') (the field of rational functions)
denote the field of fractions of K[V].

We aim to show that the field extension K < K (V') has a G-field extension structure.
By Problem 6[7] K < C[V] ®¢ K has a natural G-ring extension structure such that
the action of G on C[V] is trivial. By Problem 6[§f K c K (V') has a natural structure
of a G-field extension indeed. As usual, we have (X = (X1,...,X,)):

(Xl +Ig,..., Xp + IK) € V(K(V))
By the construction of the G-field structure on K(V'), we get that:
(X1 + Ik, ... Xy +Ig) €V ((K(V))) .

Since the field of G-invariants is definable (using that the group G is finite) and K is
an e.c. G-field, we get that V(C) # ¢, which we needed to show. O

Remark 6.17. (1) Since the extension C' € K is algebraic and C' is PAC, we get

that K is PAC by Theorem

(2) There is a direct argument (using the notion of a regular field extension) showing
that for an arbitrary group G and an e.c. closed G-field K, K is PAC.

(3) The argument above showing that if K is an e.c. G-field, then K¢ is PAC works
for finitely generated groups G as well.

(4) Tt is not clear whether for an arbitrary group G and an e.c. G-field K, K¢
is PAC. The problem is that K¢ need not definable in general (it is merely
type-definable).
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Definition 6.18. Let G — TCF be the Lg-theory of G-fields K such that for C := K¢,
the theory G — TCF axiomatizes the following properties:

the field K is perfect;

the G-field K is strict;

the G-field K is G-closed (it is a first-order property by Problem 6;
the field C' is PAC (it is a first-order property by Theorem [6.3)).

Theorem 6.19. Any extension of models of the theory G — TCF is elementary.

Proof. Let K € K’ be an extension of models of G — TCF and we set:
C:=KC, = (K")C.
By Problem 6[3|(c)(ii), it is enough to show that the extension of pure fields C € C’ is
elementary. Since the fields C,C’ are PAC, by Theorem it is enough to show that
the restriction map
res : Gal (C') — Gal(C)
is an isomorphism.

It is easy to see that any subfield of C’ is a G-subfield of K’. It is also clear that
for any two G-subfields of K’, their compositum is a G-subfield of K’ as well. Hence,
we obtain that C is relatively algebraically closed in C' (otherwise, the compositum
field K (C*& ~ C") would be a proper algebraic G-field extension of K, contradicting the
G-closedness of K). By Problem [L0|(2), the restriction map res : Gal (K') — Gal(K) is
onto. We aim to show that it is one-to-one.

We consider the following commutative diagram (all the maps there are the appro-
priate restriction maps):

Gal (C") Gal (C)

l res s resi \L
K’
S

Gal (K'/C") — K Gal(K/C).

Since K € K’ is a G-field extension of strict G-fields, we get that the map res? is
an isomorphism. By Theorem and Theorem the profinite group Gal(C) is
projective. Therefore (since the map res is onto), there is a closed subgroup Gy <
Gal(C") such that:
res|g, : Go = Gal(C).
Using all the information above, we get that:
resg(Go) = Gal (K'/C”).

Since the G-field K’ is G-closed, the map resg- is a Frattini cover (see Corollary .
Therefore, we obtain that Gal(C’') = Gy and the map res is an isomorphism, which
finishes the proof. O

Corollary 6.20. The theory G — TCF is a model companion of the theory G — TF.

Proof. We have already observed that any e.c. G-field is a model of G — TCF.
For the opposite implication, let us assume the following:

o K =G —TCF,
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o(z) is a quantifier-free Lg-formula with parameters from K;
K < K' is a G-field extension such that:

K' = 3zp(x).
We aim to show that K = Jze(x). Since the theory G — TCF is inductive, there is a
G-field extension K’ € K" such that K" is an e.c. G-field. As noticed in the beginning
of this proof, we have that K” = G — TCF. Since the formula ¢(z) is quantifier-free,
we get that:

K" = 3zp(x).
By Theorem (this is the crucial moment!), the G-field extension K < K” is ele-
mentary. Therefore, we obtain:

K = Jzp(x),
which finishes the proof. O
Remark 6.21. It is clear that the proof of Corollary was quite general. One can

show in the same way that for arbitrary L-theories T and 7" (T inductive): if e.c models
of T are models of 77 and T is model complete, then 7" is a model companion of T
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Problem List 6
Let G be a finite group and p be a prime number.

(1) Let K < M be a field extension. Show the following.
(a) There is a continuous homomorphism:

res : Gal(M) — Gal(K), res(f) = f|a-

(b) If the field extension K < M is elementary, then res : Gal(M) — Gal(K)
is an epimorphism.
(2) Find an Lg-theory T such that models of T are exactly G-closed G-fields.
(3) Let L, L' be languages.
(a) Give a definition of an L'-structure, which is definable in an L-structure.
(b) Show that any G-field is definable in the pure field K¢,
c) Let K € K’ be an extension of G-fields such that K is strict. Show the
following.
(i) K(K"Y = K'.
(ii) The extension of G-fields K < K’ is elementary if and only if the
extension of pure fields K& < (K')“ is elementary.
(4) Find a subfield K < ]F;lg such that K is pseudofinite.
(5) Show the following.
(a) The polynomial X? + X2 € R[X;, X2] is irreducible but it is not absolutely
irreducible.
(b) The polynomial X2 + X2 + 1 € R[ X1, X] is absolutely irreducible.
(6) Let T' be an L-theory (L is an arbitrary language) and we define:

Ty = ){Th(M) | M }= T, M is finite}.

(a) Show that for an L-structure M, we have that M |= T} if and only if M is
elementarily equivalent to an ultraproduct of finite models of T'.

(b) Show that a field is pseudofinite if and only if it is elementarily equivalent
to a non-principal ultraproduct of finite fields.

(¢) Show that (Z,+) is not a pseudofinite group.

(d) Show that (Q,+) is a pseudofinite group (you may use the fact that the
theory of Q-vector spaces is complete).

(7) Suppose that R = S, R © T are G-field extensions (G arbitrary). Show that
there is a unique G-ring structure on S ®p 1" such that the natural maps S —
S®rT, T — S®prT are G-ring homomorphisms.

(8) Suppose that R is a G-ring (G arbitrary) which is a domain. Show that there
is a unique G-field structure on the field of fractions Ry such that R € Ry is a
G-ring extension.

(9) Assume that K and M are fields such that K = M. Assume also that n,m > 0
are such that K has exactly m pairwise different field extensions of degree n
inside a fixed algebraic closure K. Show that M has exactly m pairwise
different field extensions of degree n inside a fixed algebraic closure M?8.

(10) Let K < M be a field extension such that if a € M\ K, then a is transcendental
over K. Let F'e K[X]. Show the following.
(a) F isirreducible in K[X] if and only if F' is irreducible in M[X].
(b) The restriction map res : Gal(M) — Gal(K) is onto.
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7. UNIVERSAL FRATTINI COVERS AND AXIOMS OF ACFA

In today’s lecture, we firstly finalize the description of absolute Galois groups of fields
of constants of e.c. G-fields (G finite). Then, we discuss the classical axiomatization of
a model companion of the theory of difference fields (the theory ACFA).

7.1. Universal Frattini covers. We know (Corollary[5.7)) that if K is a strict G-closed
G-field, then the restriction map:

res : Gal(C) — G = Gal(K/C)

is a Frattini cover, where C = KY. If K is an e.c. G-field, then we know (Theorem
and Theorem that Gal(C') is a projective profinite group. It turns out that
these two properties determine uniquely Gal(C) in terms of G. We need some more
definitions (taken from [FJ]).

Let us fix a profinite group G. We partially order the epimorphisms of profinite
groups onto G (also called covers of G). Let f; : H; — G (i = 1,2) be covers. We say
that fo is larger than fi if there is an epimorphism f : Ho — Hj such that fio f = fo .
If f above is an isomorphism, then f; is said to be isomorphic to fo. An epimorphism
fi1 1 H1 — G is called a projective cover, if Hy is projective. We need the following
theorem and again we have to skip its proof.

Theorem 7.1 (Proposition 22.6.1 in [FJ]). Each profinite group G has a cover
f : 5 B g7
which is unique up to an isomorphism, called the universal Frattini cover, and satisfying

the following equivalent conditions:

(1) f is a projective Frattini cover of G.
(2) f is the largest Frattini cover of G.
(3) f is the smallest projective cover of G.

In particular, each projective group is its own universal Frattini cover.

Example 7.2. Let pe P and k,n > 0.

e There are many projective covers which are not Frattini covers, for example
epimorphisms 7 — Ch.

e There are many Frattini covers which are not projective covers, for example
epimorphisms Cy2 — C}, (by Problem 7 a finite group can not be a projective
profinite group).

e An example of a universal Frattini cover is the natural projection:

Ly —> Cpn.
o We have the following universal Frattini cover:
Fi(p) — Cha,
where IAWk (p) is a free pro-p group on k generators, that is: it is an inverse limit
of finite p-groups (called a pro-p group) with a specified subset {z1, ..., x;} such

that any map {x1,...,zx} — H, where H is a pro-p group as well, uniquely
extends to a continuous homomorphism Fy(p) — H. Tate showed that a pro-p
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group is projective if and only if it is a free pro-p group (Proposition 22.7.6 in
[FJ)).

We get the obvious conclusion of Corollary and Theorems and

Corollary 7.3. If K is an e.c. G-field and C = K€, then Gal(C) — G is the universal
Frattine cover.

Example 7.4. If K is an e.c. Cji-field, then Gal(C) = Z,. More generally, if K is an
e.c. Cp-field, then Gal(C) = Z,,, where

Ly =1Ly, X ... %X Ly,
for n = pi* ... pp* (p1,...,pr are pairwise distinct primes and a; >0, ..., o > 0).

The above corollary is useful in the case when H < G and we consider reducts of
G-fields to the language of H-fields.

Example 7.5. Let p be a prime number.
(1) If K |= C2 — TCF, then

Gal (KCPQ) =C. = Zy = 6;.
By Galois theory, we obtain that:
p=[Cp: Gy = K% K92 | = |Gal (K2 : Gal (K%) .

Therefore, we get:
Gal (K) = pZ, = Z,,
which implies that if (K;0) = Cp2 — TCF, then (K;0?) = C, — TCF.
(2) If K | C2, — TCF, then

Gal (K052) = C% = By(p) = C2.

However, no proper closed subgroup of ﬁ’g(p) of finite index is isomorphic to
F5(p) (pro-p Nielsen-Schreier formula!). Therefore, if (K;0,7) = C]fg — TCF,
then (K;oP, 7P) t Cg — TCF.

7.2. Axioms of ACFA. Before discussing geometric axioms for the theory G-TCF (G
finite), we consider geometric axioms for the theory ACFA, which is a model companion
of the theory of difference fields. So, in our terminology: ACFA = Z — TCF. Let (K, 0)
be a difference field, where o € Aut(K) (such difference fields are called inversive).
Then, for any tuple of variables X = (X1,...,X,,), o induces an automorphism of the
polynomial ring K[X] and we denote this automorphism by o as well. Assume for
simplicity that K is algebraically closed. However, for a variety V, we still use the
name “K-variety” and we also often write V(K) for V' to make easier the subsequent
generalizations to the case of an arbitrary field K.

If V =2(I) is a K-variety given by I < K[X], then by “V we denote the K-variety
given by the ideal o(I). We have the bijection map:

O_><n . KTL K?I



40

and it is easy to see that (see a more general Problem 7:
o M(V(K)) = "V (K).
We denote:
oy =0 "y V(K) — TV(K).

Let us consider another n-tuple of variables Y = (Y3,...,Y,) and V' = Z(I'), where
I' Q K[Y]. Then, V x V' is a K-variety as well and it is given by (I,I') < K[X,Y].
Let W be a K-variety given by J < K[X,Y] such that W € V x V', which happens
when I, I’ € J (see Problem 7. Then, we have the projection maps:

T W —V, W —V.

We say that 7 is dominant if w(W') is Zariski dense in V.

We are ready now to state geometric axioms for a model companion of the theory of
difference fields. By results of van den Dries and the definability of the Morley rank in
the theory ACF, these axioms are first-order.

Axioms of ACFA
For any pair of K-irreducible K-varieties (V, W), if W € V x 2V and the projections
W — V,W — °V are dominant, then there is a € V(K) such that (a,oy(a)) € W(K).

Before the statement and proof of the main result, we state below Problem 7

Remark 7.6. Let K € Ki,K < K5 be field extensions and 7 : K; — Ky be a
homomorphism extending o (so, 7 is not a K-algebra homomorphism!). Then, 7 induces
the following map:

v V(K1) — V(K3).

The main result of this part of the lecture is the following one.

Theorem 7.7 (Chatzidakis-Hrushovski). Let (K, o) be a difference field. Then, (K, o)
is existentially closed if and only if (K,o) = ACFA.

Proof. (=) Let (K,0) be an existentially closed difference field and let the pair (V, W)
satisfy the assumptions of the axioms of ACFA above. It is enough to find a difference
field extension (K,0) € (M,o¢’) and a € V(M) such that (a,0},(a)) € W(M). Since V
and W are irreducible, there are prime ideals I < K[X] and J < K[X,Y] such that
V =Z(I) and W = Z(J). Let us define:

K[V]:=K[X]/I, K[V]:=K[Y]/o(I), K[W]:=K[X,Y]/J,
where ¢ is extended to the following isomorphism of polynomial rings:
o: K[X]— K[Y], XY

Since the ideals I,0([I), J are prime, the rings K[V], K[?V], K[W] are domains.
Since W €V x V', we get I < J,0(I) € J and the inclusions:

K[X] c K[X,Y], K[Y] c K[X,Y]
induce the K-algebra homomorphisms:

a: K|V]| — K[W], B:K|°V] — K[W]
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corresponding to the projection maps W — V. W — “V. Since these projection maps
are dominant, Problem 7)3| tells us that the maps «, 3 are one-to-one and we consider
them as inclusions.
The isomorphism o : K[X| — K|[Y| induces the isomorphism & : K[V] — K[°V],
which we consider as a monomorphism K[V]| — K[W]. We define:
K = K(V), Ky := K(W), T K1 — Ko,

where K (V) is the fraction field of K[V] (the field of rational functions on V'), K(W) is
the fraction field of K[V] (so K7 € K3 is a field extension), and 7 is a homomorphism of
fields which is induced by the monomorphism &. Clearly, 7 extends the automorphism
o of K. By Remark 7 induces a map
v V(K7) — V(K3).
Claim For a := (X; +1,..., X, +I) € V(K7), we have:
(a,7v(a)) e W (K2).
Proof of Claim. The tuple (a, 7y (a)) is considered as an element of K2" in the following
way:
a=(X1+1,.... Xp+)—» (X1 +J,..., X, +J) e K3,
we)=Yi+o(),....Yn+ol)» M +J,....Y,+J) € K.
Therefore, we have:
((I,TV((I)) = (Xl +J,.. Xn+ I +']73Yn+'])

which is the usual “generic” element of W(K>). O

This part of the proof was quite general, the crucial property of the acting group Z
(freeness) comes now (it is “hidden” in Problem 7[4)). We have the following situation:
a field tower K € K; € K5 and a field homomorphism 7 : K1 — K5 extending o on
K. By Problem 7H] there is a field extension Ko € M and ¢’ € Aut(M) extending 7.

Therefore, we have a € V(M) and (a, 0, (a)) € W(M), which is enough to conclude the
proof of this implication (as it was noticed at the beginning of the proof).

(<) Suppose now that (K,0) = ACFA. We aim to show that (K, o) is e.c., so let
©(z) be a quantifier-free formula over K in the language of difference fields and assume
that there is a difference field extension (K, o) € (M, ¢’) such that

(M, o') |- 3ap(a).
We can get rid of the negations as in the proof from Example therefore we can
assume that:

o(x): Fi(z,o(z),...,0™(x) =0A...A F(z,0(x),...,0"(x)) =0,
where Fy,..., Fpe K[X, X' ..., X()] for some m € N (the lengths of X, X', ..., X(™)
are the same as the length of the variable z). There is one more trick now to reduce

the “difference degree” of these system of equations from m to 1. We introduce a new
tuple of variables z := (y,¢/,...,y™ 1) and set

yi=x, y =ox), ..., Y =" (a).
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Then, at the cost of expanding the length of the original tuple of variables, we reduced
the difference degree to 1, so we can assume that (coming back to the original name of
the logical variable):
o(x): Fi(z,o(z))=0A... A Fi(z,0(z)) =0.
Let t be a tuple in M such that M | ¢(t). Then, we define (we apply o’ coordinate-
wise):
V :=locusk(t), W := locusk (t, o' (t)),
where, for example, locusk (¢) is the smallest K-variety such that ¢ is its rational point
over M. By the properties of loci (Problem 7 , we get that the pair of K-varieties
(V, W) satisfies the assumptions of the axioms of ACFA above. Since (K,0) = ACFA,
there is a € V(K) such that (a,o0v(a)) € W(K).
By the definition of locusg (¢, 0’(t)) and since we have:
MEFi(t,o'(t)=0A...n Fy(t,o'(t) =
we obtain that W < Z(Fy, ..., F}). Since (a, Uv(a)) W(K), we obtain that
K |E Fi(a,0(a)) =0 A ... A Fi(a,0(a)) =
Therefore, K |= 3z¢(x), hence (K, o) is existentially closed which finishes the proof. [
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Problem List 7

Let K be a field and n, m > 0.

(1) Show that a finite non-trivial group is not a projective profinite group.
(2) We assume that:
e 0 € Aut(K);
e V is a K-variety such that V(K) € K";
e K € Ky and K € K5 are field extensions;
e 7: K1 — K> is a field homomorphism extending o.
Show that:
TV (Ky)) € TV (K3).
(3) We assume that:
the field K is algebraically closed;
o X =(Xy,..., X )and Y = (Y1,...,Yn);
e [ is a prime ideal in K[X] and J is a prime ideal in K[X,Y];
o V=2()and W = Z(J);
e the map 7 : K" — K" is the coordinate projection.
Show the following.
(a) m(W) < V if and only if I < J.
(b) If #(W) < V, then w(W) is Zariski dense in V' (that is 7 : W — V is
dominant) if and only if the corresponding ring homomorphism:

K[X|/I — K[X,Y]/J

is one-to-one.

(4) Assume that K € K> is a field extension and ¢ : K1 — K3 is a field homomor-
phism. Show that there is a field extension Ko € M and there is ) € Aut(M)
such that ¢ extends .

(5) Let K < M be a field extension such that the field M is algebraically closed,
a€ M™ and be M™. We define:

Ix(a) := {F € K[X] | F(a) = 0}, locusk (a) := Z (Ix(a)) .

Show the following.

(a) Ix(a) is a prime ideal in K[X] (so locusk (a) is a K-irreducible K-variety).
(b) locusk(a) is the smallest K-variety V' such that a € V/(M).

(¢) The projection map M™*™ — M"™ induces a dominant map:

locusg (a,b) — locusg(a).
(d) If o € Aut(K) and 7 € Aut(M) such that 7 extends o, then we have:

7 (locusg (a)) = locusg (77"(a)) .
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8. GEOMETRIC AXIOMS AND MODEL-THEORETIC PROPERTIES OF G-TCF

In today’s lecture, we describe geometric axioms for the theory G-TCF (G finite) and
we also discuss some model-theoretic properties of this theory. This is the last lecture
about the group actions considered in the conventional sense.

8.1. Geometric axioms of G-TCF. Let us fix a finite group G. For convenience, we
denote its elements in the following way:

G={o1,...,0m}, o1 =e =id.

Let K be a G-field and V' = Z(I) be a K-variety, where I < K[X]. As discussed in the
previous section, for any o € G, we have the corresponding “o-twisted” K-variety V.
We define the corresponding “G-twisted” K-variety in the following way:

Gy .=y x ... x ImV,

We will describe the ideal defining the K-variety “V aiming to show that the coordinate
ring K[“V] has a natural G-ring structure extending the one on K. We introduce first
the following tuple of variables:

X = (Xop, s X0, s X,, = X.

9 Om

Lemma 8.1. There is a G-ring structure on K[X¢] extending the one on K and such
that for all o, 7 € G, we have:
o (X;) = Xor

Proof. Tt is rather clear, there is a natural action of G on X (considered now as a set
of cardinality m) isomorphic to the regular action of G on G by left translations. Using
this action, any o € G induces an automorphism of K[X¢] extending the action of o
on K. Since the group action axioms are satisfied on the generating set K U X¢, they
are satisfied everywhere. [l

If R is a G-ring, then an ideal J < R is called a G-ideal, if for any o € G we have
o(J) = J. We state a general fact whose proof is obvious (for any group G).

Lemma 8.2. Suppose that R is a G-ring and J < R is a G-ideal. Then, there is
a unique G-ring structure on R/J such that the quotient map R — R/J is a G-ring
homomorphism.

We come back now to our situation, that is V = Z(I) is a K-variety and I < K[X].
For any o € G, we have an isomorphism: o : K[ X]| — K[X,] extending ¢ on K and we
recall that:

WV =2Zo(I)).
Let us define the following ideal, which is generated by the G-orbit of I:
GI := (o1(I),...,om(I)) < K [X¢].
Then, we have:
v = Z(GI),
and we define:
K|°V] := K[Xg] /GI.
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Since the ideal GI is generated by a G-invariant set (a G-orbit), GI is a G-ideal in
K[X¢], where the G-structure on K|[X¢] is given by Lemma By Lemma
K [GV] has a natural structure of a G-ring extension of K.

To introduce the geometric axioms for the theory G-TCF, we need some more obser-
vations. Let o € G and

A OV — T (V) =9V x L x 7Y
be the coordinate permutation corresponding to the map:
Ao : G— G, Ao (T) = oT.
Let us assume now that W is another K-variety such that W € ©V. Then, we have:
(W) (CV),  TWc (V).

Some comments are in order regarding AY (W): it is a K-variety, which is rather unusual,
since the preimages by polynomial maps of varieties are varieties again (see Problem
8 and it need not to hold in the case of images (for example, consider the projection
of the hyperbola). However, in our case \Y is a bijective polynomial map whose inverse
is a polynomial map as well (being )\}7/_1). Hence, we have:

-1
As (W) = (Aga) (W),
so it is a K-variety indeed. By Problem 8[5 and the observation above, we get the

following.
Fact 8.3. If W = Z(J), then:
N (W) = Z (o34())
where ox,, : K|X¢g| = K|X¢]| is a K-algebra map such that for each 7 € G we have:
oxg (Xr) = Xor.

We are ready now to state our axioms.

Geometric axioms of G-TCF
For any pair of K-irreducible K-varieties (V, W), IF
e WSOV =91V x...xomV;
o for all o0 € G, the projection map W — °V is dominant;
o for all o0 € GG, we have:
Ay (W) = 7W;
THEN there is a € V(K) such that ((o1)v(a),..., (om)v(a)) € W(K).

Theorem 8.4. Let K be a G-field. Then, K is existentially closed if and only if K is
a model of the geometric axioms of G — TCF.

Proof. (=) Let K be an existentially closed G-field and let the pair (V, W) satisfy the
assumptions of the geometric axioms of G-TCF above. It is enough to find a G-field
extension K € M and a € V(M) such that ((o1)v(a),...,(om)v(a)) € W(M) (we do
not distinguish notationally between elements of G acting on K and on M). Since V
and W are K-irreducible, there are prime ideals I < K|[X| and J < K[X¢] such that
V=2Z(I)and W = Z(J).
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By Fact for each o € G we have:
Wy =2z (a;(;(J)) .
By the assumptions of the geometric axioms of G-TCF, for each o € G we get:
a)_(é(J) =o(J).

Let us consider now the G-ring extension K < K[X¢] given by Lemma Since o
acts on K[X¢] as the composition of oy, and o (extended to K[X¢] coefficient-wise),
we obtain that J is a G-ideal. By Lemma K[W] has a G-ring structure extending
the one on K. Since J is a prime ideal, K[W] is a domain and the G-action on K|[W]
uniquely extends to the fraction field K (W) making it a G-field extension of K.

By the corresponding version of Claim from the proof of Theorem [7.7, we get that
for a “generic point” a € V(K (V)) (we regard K (V') as a subfield of K(W)) we have:

((e)v(a), ..., (om)v(a)) € W(K(W)),

which finishes the proof of this implication.

(<) The proof follows the lines of the proof of the corresponding implication from
Theorem One just needs to notice the following: if K € M is a G-field extension
and a € M", then the following pair of K-varieties:

locusg (a), locusg (o1(a),...,om(a))
satisfies the assumptions of the geometric axioms of G-TCF. O

8.2. Model-theoretic properties of G-TCF. We finish this part of the lecture with
some results concerning the model-theoretic properties of the theory G-TCF (G finite).
We will skip most of the proofs.

Let K € M be an extension of pure fields. We denote by alg,,;(K) the relative
algebraic closure of K in M, which is a subfield of M containing K. Assume now that
K < M is a G-field extension. By Problem 8/ alg,;(K) is a G-subfield of M. If F is
a prime subfield of K, then F' is a G-subfield, since G acts trivially on F. Therefore,
algp (F') is a G-subfield of K. The following result classifies the completions of the
theory G-TCF for a finite G, and, actually, for any group G such that the theory
G-TCF (a model companion of the theory of G-fields) exists.

Theorem 8.5. Let K and M be models of G — TCF, Fg be the prime subfield of K,
and Fus be the prime subfield of M. Then, K and M are elementarily equivalent as
G-fields if and only if algy (Fi) and alg,,(Fy) are isomorphic as G-fields.

Remark 8.6. The description of the completions of the theory G-TCF from Theorem
may be understood as entirely analogous to the description of the completions of the
theory ACF, which is not very surprising, since ACF = {e} — TCF. For K;, Ky = ACF,
let F; be the prime subfield of K; (i = 1,2). Then, the following are equivalent:

(1) K1 = Ko;

) char(K;) = char(K»);

) F1 jad FQ;
) algg, (F1) = algg, (F2).
The last condition is an exact analogue of the condition from Theorem

(2
(3
(4
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Let K = G — TCF for a finite group G and C := K. We have noticed that the
G-field K is definable in the pure field C' (and vice versa), so it is enough to study
model-theoretically the pure field C. We need one more definition.

Definition 8.7. Let M be a field and G be a profinite group.

(1) M is bounded, if for any n > 0, there are finitely many field extensions M < M’
of degree n in a fixed algebraic closure M?8,

(2) G is small, if for any n > 0, there are finitely many closed subgroups Gy < G of
index n.

By Galois theory, we immediately get the following.
Fact 8.8. A field M is bounded if and only if its absolute Galois group Gal(M) is small.

Example 8.9. It is easy to see that each finite field is bounded and that @ is not
bounded (see also Problems 88.

We have the following result about the “dividing lines” in the model theory of PAC
fields.
Theorem 8.10. Assume that M is a PAC field. Then, we have the following.

(1) The theory Th(M) is simple if and only if the field M is bounded.

(2) The theory Th(M) is supersimple if and only if the field M is bounded and
perfect.

(3) The theory Th(M) is stable if and only if the field M is separably closed.

We will see that our field of invariants C' is bounded.

Theorem 8.11. Assume that K = G — TCF (G finite) and C = K. Then, the
profinite group Gal(C) is finitely generated as a topological group, that is there are
finitely many g1, . ..,g9m € Gal(C) such that:

Gal(C) = cl({g1,---,9m))

where cl is the topological closure.

Proof. We have the restriction map:
res : Gal(C) — G = Gal(K/C),
which is an epimorphism. Let g1, ..., gmn € Gal(C) be such that

res ({g1,---,9m}) = G.
We define:

H=cl (g1, 9m)) -

By general properties of topological groups (see Problem 8@, H is a subgroup of Gal(C).
Clearly, we have res(H) = G. Since the restriction map is a Frattini cover (see Corollary
[5.7), we get that H = Gal(C), which finishes the proof. O

Remark 8.12. The above proof actually shows that a Frattini cover of a finitely gen-
erated (topologically) profinite group is again finitely generated.

Corollary 8.13. The theory G-TCF is supersimple (G finite).
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Proof. Let K = G—TCF and C := K. As argued above, it is enough to show that the
theory Th(C) is supersimple. By Theorem it is enough to show that the field C
is bounded. By Fact it is enough to show that the profinite group Gal(C') is small.
By Theorem Gal(C) is topologically finitely generated. By Problem 8@ Gal(C)
is bounded, which finishes the proof. O

Remark 8.14. Actually, it can be shown that the SU-rank of the theory G-TCF co-
incides with the order of G (G is still finite), and that the field of invariants C' is of
SU-rank 1.
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Problem List 8

Let K, M be fields and G be an arbitrary group.

(1) Assume that K is elementarily equivalent with M. Show that K is bounded if
and only if M is bounded.
(2) Assume that K < M and K is bounded. Show that the restriction map

res : Gal(M) — Gal(K)

is an isomorphism.
(3) Show that there exists an elementary extension Q < M such that the restriction
map
res : Gal(M) — Gal(Q)
is not one-to-one.
(4) Let K € M be a G-field extension. Show that alg,,(K) is a G-subfield of M.
(5) Let K < Q be a field extension. Let

V=2zZ(1IcQ"
be a K-variety, where I < K[X]. Let us also assume that
F=(F,....,F,): Q" — Q"
is a polynomial map, where Fy,..., F,, € K[Xy,...,X;]. Show that:
F7U (V) = Z(F¥(I)),
where:
F* K[X1,. .., Xn] — K[X1,- ., X
is a unique K-algebra map such that F*(X;) = F; for each i € {1,...,m}.
(6) Let G be a topological group and H < G. Show that cl(H) < G, where cl is the
topological closure.

(7) Let G be a profinite group, which is topologically finitely generated. Show that
G is small.
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9. INTRODUCTION TO CATEGORY THEORY

In today’s lecture, we recall basic definitions from Category Theory (categories, func-
tors). We are not interested in the abstract theory here, but we are collecting some
notions to be used later for finite group scheme actions (our main topic now).

9.1. Categories. Below is the formal definition of a category. We ignore here some
logical issues, for example we do not specify what is a class: the intuition should be
that it is a collection of sets which may be “too big to be a set” itself.

Definition 9.1. A Category C consists of the following.

e A class Ob(C), whose elements are called objects of C.

e For each X,Y € Ob(C), a set Hom(X,Y'), whose elements are called morphisms
between X and Y.

e For each X,Y,Z € Ob(C), a function

o: Hom(X,Y) x Hom(Y, Z) - Hom(Y, 2)
called the composition function
such that VX, Y, Z,T € Ob(C):
(1) (X,Y) # (2,T) = Hom(X,Y)nHom(Z,T) = &.
(2) idx € Hom(X, X) such that Vf € Hom(X,Y) Vg € Hom(Z, X)
foildx = f, idxog =g.
(3) Vf € Hom(X,Y), Vg € Hom(Y, Z), ¥h € Hom(Z,T)
(hog)of=ho(gof)
Remark 9.2. Some warnings and conventions.
(1) Warnings.
e Hom(X,Y') need not consist of functions from X to Y!
e The “composition” map o need not be the composition of functions!
(2) Conventions.
e Instead of Ob(C), we may write C, so “X € C” means “X is an object in
the category C”.
e Instead of f € Hom(X,Y), we may write f: X > Y.

e Instead of g o f, we may write gf.
e Instead of Hom(X,Y'), we may write Hom¢(X,Y).

Example 9.3. We give many examples of categories.

(1) Set
Ob(Set) is the class of all sets, and for X,Y € Set, Hom(X,Y) = YX (the set of
all functions from X to Y'). Formally, each function should also carry a “label”
specifying its codomain, otherwise the condition (1) from Definition is not
satisfied.

(2) Top, Top,
Ob(Top) is the class of all topological spaces, morphisms are the continuous
functions.
Ob(Top,,) is the class of all topological spaces with a distinguished point, mor-
phisms are the continuous functions which preserve the fixed points.



51

(3) Toph, Toph,
Ob(Toph) = Ob(Top), morphisms are the homotopy classes of continuous func-
tions.
Ob(Toph,) = Ob(Top, ), morphisms are the homotopy classes of continuous
functions which preserve the fixed points, homotopies also preserve the fixed
points.

(4) Diff
Ob(Diff) is the class of all smooth manifolds, morphisms are the smooth func-
tions.

(5) AfVarg, where K is an algebraically closed field K
Ob(AfVar) is the class of all Zariski closed subsets of K™ (where n varies),
morphisms are the restrictions of the polynomial functions.

(6) Modpg, where R is a ring (not necessarily commutative)
Ob(Modp) is the class of all (left) R-modules, morphisms are the R-modules
homomorphisms.
We denote Modyz by Ab (Abelian groups), and Mod g by Vect (vector spaces
over K) if K is a field.

(7) Algp, where R is a commutative ring
Ob(Algp) is the class of all R-algebras (with 1), morphisms are the R-algebra
homomorphisms (preserving 1).

(8) Grp
Ob(Grp) is the class of all groups, morphisms are the group homomorphisms.

(9) Top(X), where X is a topological space
Ob(Top(X)) = OPEN(X) the set of all open subsets of X, morphisms are the
inclusions.

(10) Cq, where (G,-) is a group
Ob(Cq) = {*} (a singleton), (Hom(x, x),0) = (G,-).
(11) Def(M), where M is an L-structure.

Ob(Def(M)) consists of M-definable subsets of M™ (n € IN varies), morphisms
are definable functions.

We need some more definitions.

Definition 9.4. Let C and D be categories.

e The category C is small, if Ob(C) is a set (only the categories 5., 9., 10., and 11.
above are small).

e C°P the opposite category to C
Ob(C°P) = Ob(C), V¥ X,Y € C, Homger (X,Y) = Home (Y, X).

e A morphism f : X — Y is an isomorphism, if there is g : Y — X such that:
gf =idx, fg = idy. If there is an isomorphism X — Y, then we say that X
and Y are isomorphic and write X = Y.

o A category C is a subcategory of the category D, if Ob(C) is a subclass of Ob(D)
and for all X,Y € C, we have Hom¢(X,Y) € Homp(X,Y).

e A subcategory C is a full subcategory of the category D, if for all X,Y € C, we
have Hom¢(X,Y) = Homp(X,Y).

Example 9.5. We give some examples of subcategories.
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e Ab is a full subcategory of Grp.

e Let K be an algebraically closed field. Then, AfVarg is a subcategory of
Def (M) which is not full.

e Let Rel be a category, such that Ob(Rel) = Ob(Set) and morphisms are rela-
tions (note that relations can be composed). Then Set is a subcategory of Rel
and is not full.

e Let U be an open subset of a topological space X. Then Top(U) is a full
subcategory of Top(X).

9.2. Functors. To compare different categories, we need a notion of a functor, which

is defined below.
Definition 9.6. A (covariant) functor F from a category C into a category D (notation
F : C — D) consists of:
e An assignment
C>3Xm—FX)eD
e For all X,Y €C, a function
Hom¢(X,Y) s f — F(f) € Homp(F(X), F(Y))
such that F(fg) = F'(f)F(g) (for appropriate f, g), and F(idx) = idp(x).
A contravariant functor F' (notation F' : C°® — D), is a functor from the opposite
category to C into D, i.e. F(fg) = F(g)F(f) (for appropriate f,g).
We give below some examples of functors and of important constructions related with
functors.

(1) Cat is the category of small categories, morphisms are functors between small
categories (they can be composed).
(2) Forgetful functors

Algp — Modr — Ab — Set
Diff - Top — Set
AfVaryg — Top (Zariski topology)
AfVarc — Top (Euclidean topology)

(3) Representable functors.
For each category C and X € C, we have two functors:

hx :C — Set, hx(Y)=Hom(X,Y)

hX . C - Set°®, h*(Y) = Hom(Y, X).
Both of them act on morphisms by the composition (details on [Figure 1J).
(a) Let
F : Top — Toph, F, : Top, — Toph,
be the obvious functors. Then, for all n € IN we have the functor of the
n-th homotopy group

. Top, — Set, 7, = hgn o F;
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where S™ is the n-dimensional sphere (with an arbitrary choice of a fixed
point). It is well-known that

m : Top, — Grp
and for n > 1:
my, : Top, — Ab.
The above formally means that there is a functor
71 : Top, — Grp
such that the following diagram of functors commutes:
Grp

i Forgetful

Top, Set.

For an algebraically closed field K, we have a functor
R . AfVarg — (Algy)?, A (V) = Homagvar, (V; K).

We denote h (V) by K[V] (the ring of regular functions on V).
It follows from Hilbert’s Nullstellensatz that we have the following isomor-
phism of K-algebras:

K[V] = K[X]/1(V),

so the definition of K[V] above coincides with the definition we have been
using before (as the coordinate ring of V).
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10. GROUP OBJECTS AND COGROUP OBJECTS
The aim of today’s lecture is to define an appropriate generalization (from the cate-

gory of sets) of the notion of a group to the case of an arbitrary category.

10.1. Natural transformations and representable functors. The functors dis-
cussed last time are not exactly representable functors but rather the functors which
are “already represented”. To define properly the notion of a representable functor, we
need to know what is an isomorphism between two functors.

Definition 10.1. Let C,D be categories and F': C —» D, G : C — D be functors.

(1) v is a morphism or a natural map (or a natural transformation) between F' and
G (notation ¢ : F — Q), if

¥ = (Yx : F(X) = G(X))xec
such that for all f € Home(X,Y'), the following diagram commutes:

2(f)

F(X) F(Y)
Tﬁxl liﬁy
G(H)

G(X) G(Y)

(2) A morphism between functors ¢ : F' — G is an isomorphism, if for all X € C, the
morphism ¢x : F(X) — G(X) is an isomorphism. If there is an isomorphism
between the functors F' and G, then, as usual, we use the notation: F' = G.

Remark 10.2. It is easy to see that a morphism between functors ¢ : F — G is an
isomorphism if and only if there is a morphism ¢ : G — F' such that ¢ o ¢ = idg and

poy =idp.
Example 10.3. We have the following functors:
id : Vectx — Vecty, xx . Vectg — Vectg;
where
x : Vect}y — Vectg
is the dual space functor. Then, the classical “natural map”
@ rid — e, ev(v)(v*) = v*(v)
is really a natural map in the sense of Definition (see Problem 9.

We can define now the notion of a representable functor.

Definition 10.4. Let C be a category and F : C — Set be a functor. We say that F'is
representable, if there is X € C such that F' =~ hx. Similarly for contravariant functors.

We will see many examples of representable functors soon.
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10.2. Products and group objects. We start our discussion of group objects with a
result saying that each group gives a “group functor”. The proof is presented on
2

Fact 10.5. Let (G,-) be a group. Then, there is a functor
he . SetP — Gps
such that the following diagram of functors commutes:

Grp

hG
Forgetful
hG

Set®? ——— Set.

It can be shown that the opposite implication also holds, that is: if the functor
h*X can be lifted as above to a functor to the category of groups, then the set X has

a group structure and this lifting coincides with the functor hX above. Hence, groups
correspond exactly to representable functors into the category of groups (more formally:
to representable functors such that the liftings as above exist).

We want to do the same thing after replacing the domain category Set with an
arbitrary category C, that is: we want to understand what kind of an additional structure
an object X € C should have to allow a lifting of the functor hX : C°? — Set to the
category of groups. After doing that, we will dualize the obtained structure to get a
corresponding description for the covariant functors hx : C — Set.

We start with the following basic question: what is a group? It is a set G together
with a function

uw:GxG— G,
which satisfies the group axioms. Therefore, the very first thing to do is to generalize
the notion of a Cartesian product to an arbitrary category. The right notion is the
following one.

Definition 10.6. A product in the category C of objects X € C and Y € C is an object
Z € C together with morphisms nx : Z — X, 7wy : Z — Y such that:

e for each Z’' € C and each morphisms fx : 2/ > X, fy : Z' - Y,
e there is a unique morphism f : 72/ — Z,
e such that fx = frx, fy = f7y.

Remark 10.7. If a product of X,Y € C exists, then it is unique up to an isomorphism
and it is denoted by X x Y. The following diagram helps to visualize the situation:

ZI
f
Y

|

|

|

I
Ix !
X xY

(AN
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We need the following easy general properties of products (we skip the proofs).

Lemma 10.8. Assume that the category C has products. Then, we have the following.

(1) Products in the category C give a functor in the sense that if f : A — B and
g: C — D, then we have a unique natural morphism

fxg:AxC— BxD

such that the following diagrams commute:

AxC Ix9 B xD AxC fx9 B x D
-, -
A ! B, C g D.

(2) The product in C is commutative and associative in the sense that for X, Y, Z € C,
we have the following natural isomorphisms:

XxY>2Y xX, (X xY)xZ=Xx (Y xZ).

Example 10.9. Let us see some examples of products in different categories.
(1) Set, Top, AfVarg.
Products are the Cartesian products. It means for the category Top that the
Cartesian product of two topological spaces has a topology making this Carte-
sian product a product in the category Top (similarly for the category AfVarg).
Note that the Zariski topology on a product in AfVarg is not the product topol-
ogy! In other words, the forgetful functor

AfVary — Top

does not preserve products.

(2) Algp. Products are the Cartesian products.

(3) Grp. Products are the Cartesian products.

(4) Modg. Products are the Cartesian products.

(5) Top(X) (X is a topological space). Products are the intersections.

(6) In the category of fields, there are usually no products (see Problem 9J2).

(7) If G is a non-trivial group, then there are no products in the category Cq (see
Problem 9'.

Remark 10.10. For any objects Y, Z € C, we have the following functor:
Prody z : C°* — Sets,  Prody z(X) = Hom(X,Y) x Hom(X, Z).

It can be show that a product of Y and Z exists if and only if the functor Prody z is
representable and a representing object is a product of Y and Z.

We still need some abstract properties of products, which are described below.

Definition 10.11. Suppose that the category C has products and X,Y, Z € C.

(1) There is a unique morphism

A: X — X xX,
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called the diagonal morphism, such that the following diagram commutes:

(2) Forany f: X - Y and g : X — Z, the morphism (f,g) : X - Y x Z is defined
as the following composition:

A fxg

X X x X Y x Z.

Assume now that the category C has products. Since the group associativity axiom
can be expressed using a commutative diagram, we can define now the notion of a
semi-group object.

Definition 10.12. A semi-group object in the category C is a pair (G, ), where G € C,
G x G — G, and the following diagram commutes:

GxGxG pxidg G x G
idG Xul l/”‘
GxG a G.

It turns out that a proper definition of the notion of a neutral element is quite
complicated. Firstly, the neutral element in a group is an element of the universe of
this group, which raises the following question: what is an element of an object in a
category? It can be answered in several ways, the good intuition is that an element of
a variety is its rational point, but this rational point may be taken with respect to an
arbitrary field (or even an arbitrary ring) extending the base field. However, to define
properly the notion of a neutral element, we need to consider abstract “elements” of a
very special kind.

As usual, to get the proper intuitions we consider the category of sets. Let % € Set
denote an arbitrary singleton. Then, it is clear that for any X € Set, we have the
following natural bijection:

X «— Homget(*, X).
Therefore, the elements of X correspond to certain morphisms into X and the right-hand
side of the above bijection will give us “elements” of an object in an arbitrary category
C. We still face the following question: what should play the role of the singleton =
in an arbitrary category C? Let us note the following categorical property of *, which
actually describes singletons fully: for any X € Set, there is a unique morphism X — =
(the constant map).

Definition 10.13. Let C be a category.
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e An object X € C is an initial object in C, if for all Y € C, we have
| Hom(X,Y)| = 1.

e The definition of a terminal object is dual, i.e. X € C is a terminal object in C,
if X is an initial object in C°P, that is: for all Y € C, we have

| Hom(Y, X)| = 1.

Example 10.14. Let us see some examples of initial and terminal objects.

(1) ¥ is an initial object in Set, any singleton is a terminal object in Set.

(2) ¥ is an initial object in Top(X) and X is a terminal object in Top(X).

(3) {e} is both an initial and a terminal object in Grp, i.e. it is a zero object in
Grp.

(4) R is an initial object in Algp. The zero ring is a terminal object in Algp.

Remark 10.15. If an initial (resp. a terminal) object exists, then it is unique up to
an isomorphism.

From now on, we assume that the category C has products and terminal objects. Let
us denote a fixed terminal object in C by =. It is easy to see (Problem 9 that for any
X € C, we have a natural isomorphism X x % =~ X

If z : *+ - X is a morphism, then for any Y € C we sometimes also denote by
xz:Y — X the composition of the unique morphism ¥ — * and =z : + —» X.

Definition 10.16. Let (G, 1) be a semi-group object in the category C. A morphism
e:x — G is a called a unit (of (G, p)) if the following diagram commutes:

G ayq

G xG - G.

Having the notion of a unit, it is easy now to define the categorical notion of an
inverse map.

Definition 10.17. Let (G, u) be a semi-group object in the category C and e : x — G be
a unit of (G, ). A morphism i : G — G is called an inverse (with respect to (G, i, e)),
if the following diagram commutes:

G
(idG,i) l (i,idg)

G x G - G - G x G.

The definition of a group object is rather clear now.

Definition 10.18. A group object in the category C is a quadruple (G, u, e, i) such that
(G, p) is a semi-group object in C, e is a unit of (G, u), and i is an inverse with respect
to (G, u,e).

Example 10.19. One may wonder whether this seemingly complicated definition is a
“right” one, but the following examples should convince everybody that it is the case.
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(1) In any category, a terminal object is a “trivial” group object with the obvious
(unique) morphisms.

(2) Group objects in the category Set are groups.

(3) Group objects in the category Top are topological groups.

(4) Group objects in the category Toph are called H -groups.

(5) Group objects in the (naturally defined) category of smooth manifolds are Lie
groups.

(6) Group objects in the category AfVarg are called affine algebraic groups over
K.

(7) Group objects in the category Def(M) are definable groups (in M).

(8) By Problem 9 group objects in the category Grp are commutative groups.

We state now a categorical version of Fact The proof is analogous to the proof
of Fact and it is presented on

Theorem 10.20. If (G, p, e, i) is a group object in the category C, then there is a functor
WG . P Gps
such that the following diagram of functors commutes:

Grp

G
h i Forgetful

hG

CP ——— > Set.
It can be shown again that the opposite implication also holds, that is: if the functor
hX : C°? — Set can be lifted to a functor to the category of groups, then the object

X has a group object structure and this lifting coincides with the functor hX above.
Hence, group objects in C correspond exactly to representable contravariant functors
from C into the category of groups (more formally: to representable functors such that
the liftings as above exist).

10.3. Coproducts and cogroup objects. We are done with the categorical descrip-
tion of groups, but it is not enough for us. We also want to understand the covariant
representable functors into the category of groups (as the fundamental group functor).
Such considerations lead to the notion of a cogroup object. This notion is less natural,
especially since there are no non-trivial “cogroups” that is the cogroup objects in the
category of sets! The opposite category becomes useful now, since it is rather clear
that a cogroup object in the category C should be the same as a group object in the
category C°P. Hence, we need to revert all the arrows and to understand the notions of:
a coproduct, an initial object (already defined), a counit, and a coinverse.

Definition 10.21. The notion of a coproduct is a notion which is dual to the notion of
a product. A coproduct in the category C of the objects X,Y € C is denoted by X [ [Y
and it comes with two morphisms:

LX:X—>XHY, Ly:Y—>XHY;
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which satisfy the universal condition expressed in the following commutative diagram
(being dual to the diagram from Remark [10.7)):

ZI
A
|
I
f\
fx : fy
X[y
Lx Ly
X Y.

Example 10.22. Let us see some examples of coproducts.

(1) Set, Top, Toph, Diff, AfVary.
The coproducts are the disjoint unions.
Therefore, in an arbitrary category C, a coproduct of the objects X,Y € C is an
object representing the following functor:

C 3 A~ Hom(A, X)w Hom(A,Y) € Set.

(2) Set,, Top,, Toph,.
The coproducts are called wedge sums, denoted by v. For example, we have:

(S, %) H(Sl, ¥) = St v S = figure-eight space.

(3) Algp. The coproducts are the tensor product.

(4) Grp. The coproducts are the free products.

(5) Modpg. Both the products and the coproducts coincide with the Cartesian
products (in such a case, they are called the direct sums).

(6) Top(X). The coproducts are the unions.

(7) In the category of fields, there are usually no coproducts (see Problem 9[2)).

(8) If G is a non-trivial group, then there are no coproducts in the category Cq (see
Problem 9.

Assume now that the category C has coproducts. Then, a possible “cogroup cooper-
ation” on X € C is a morphism

c:X—>XHX.

A good intuition comes from the category Top, (it is even better in the category
Toph, ), where

c: (S #) — (S, %) H(Sl, x) = figure-eight space

is the “pinch map” (or the map of “shrinking the equator”).
We proceed directly now to the definition of a cogroup in a category. We assume that
C has coproducts and initial objects. Let us fix an initial object ¢ € C.
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Definition 10.23. A cogroup object in the category C is a quadruple (H,¢,n,t) (con-
sisting of the object H € C, the comultiplication, the counit, and the coinverse) such
that:

c:H—>HHH, n:H—J¢, :H—H

and the dual version of the diagrams from Definitions|[10.12] [10.16] and[10.17|are commu-
tative. Let us still write this diagrams explicitly. The first one expresses coassociativity.

cllidy

HI||H]]H H||H
idH]_[cT Tc
H[]H = H.

The second one expresses being a counit, where to define e.g. the morphism (7, idy)
the codiagonal morphism V : H| [ H — H is used.

H][H < H.

The last diagram expresses being a coinverse, where n : H — H denotes the composition
of the original n : H — ¢ with the unique morphism Jc — H (similarly as in the

case of terminal objects).
H
W T (Lidp)
"

H[]H - H - HI]H.

We get the following dual version of Theorem [10.20; an object X € C has a cogroup
object structure if and only if the functor hx : C — Set lifts to the category of groups.

Example 10.24. Let us see some examples of cogroup objects.
(1) In any category, an initial object is the “trivial” cogroup object.
(2) In Set or Top, there is only the trivial cogroup object ¢, since a possible counit
morphism X — ¢ exists if and only if X = ¢7.
(3) (S™,#) is a cogroup in the category Toph,.
The comultiplication is given by the “pinch map”

S"— 8™ v S".

In Problem 9J5] you are asked to describe the counit and the coinverse explicitly.
(4) The cogroups in Grp are exactly the free groups.

It is easy to see that any free group F'x has a cogroup structure (in the category

of groups), since for any group G, we have:

Hom(Fx,G) = Func(X, G) = h%(X)
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and we know that h%(X) is a group. The uniqueness part is a theorem of Kan.
In Problem 9J6] you are asked to describe the comultiplication, the counit, and
the coinverse explicitly.

(5) The cogroups in the category Alg, are Hopf algebras, which are our main topic
here. Hopf algebras will be discussed in details during the next lecture.
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Problem List 9

Let C be a category, K be a field, and X be a set.

(1) For any V € Vectg, we define the following map:
oy V— V' oy (v)(v*) = v*(v).
Show that

P = (@V)eVectK
is a natural map between the following functors:

id : Vectyg — Vecty, % : Vecty —> Vecty.

(2) Let Fields be the category of fields.
(a) Find F, K € Fields such that a product of F' and K exists in the category
Fields.
(b) Find F, K € Fields such that a coproduct of F' and K exists in the category
Fields.
(c) Find F, K € Fields such that a product of F' and K does not exist in the
category Fields.
(d) Find F, K € Fields such that a coproduct of F' and K does not exist in
the category Fields.
(3) Let G be anon-trivial group. Show that there are no products and no coproducts
in the category Cg.
(4) Let = be a terminal object in the category C. Show that for any X € C, we have
a natural isomorphism
X xxx=X.
(5) Let n > 0,
c: 8" — 8" v S"
be the “pinch map”, and * be a singleton. Find the maps:
n:S"—=x%x 185" — 85"
such that (S™,¢,n,¢) is a cogroup in the category Toph,.
(6) Let Fx be the free group on the set X. Find the maps:

c:Fx — Fx«=Fx, n:Fx—{e}, 1:Fx— Fx

such that (Fx,c,n,t) is a cogroup in the category Gps corresponding to the

group functor from Example [10.24]
(7) Show that the group objects in Grp coincide with the commutative groups,

where the group object morphisms come from the original group operations.
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11. HOPF ALGEBRAS AND GROUP SCHEMES

In today’s lecture, we will introduce the notion of a “group”, which appeared in the
following passage from the Introduction:

‘Derivations of some kind may be still understood as “group” actions, but it has to
be properly explained what does “group” mean in this context (for example, a non-
trivial “group” may have no non-trivial points!), which is interesting in its own.’

This notion is connected to the cogroup objects in the category of K-algebras, such
cogroup objects are classically called Hopf algebras (over K).

11.1. Equivalence of categories. Let us fix an algebraically closed field K. T still
need to explain why cogroup objects in the category Algj are important for us. Let
us recall the representable functor:

hE - (AfVarg)® — Algy, h*(V) = Homagvar, (V, K),

where W (V) is usually denoted by K[V] (the ring of regular functions).

By Problem 101}, this functor is faithfully full, that is: it induces bijections on sets of
morphisms. Therefore, the image category of this functor is “the same” as the domain
category. We will now describe this image (up to isomorphisms of objects) and explain
what does “the same” mean in this context.

Let R be a K-algebra. By Problem 10[2] the following are equivalent:

(1) there is V € AfVarg such that:
R~ K|V]

(an isomorphism in the category Algy);
(2) R is a finitely generated K-algebra having no nilpotent elements.

Rings without nilpotent elements are called reduced (this term originates from algebraic
geometry). Let us denote by FgRedAlg - the full subcategory of Alg; whose objects
are finitely generated and reduced K-algebras. By the above, there is a faithfully full
functor:
O : (AfVarg)® — FgRedAlg

such that for any R € FgRedAlgy, there is V € AfVarg such that R =~ K[V].
The existence of such a functor means (by definition) that the categories AfVar$?
and FgRedAlg, are equivalent. We can always move the opposite category to the
other side of functors/equivalences etc., so the categories AfVarg and FgRedAlg}?
are equivalent as well.

In particular, group objects in AfVarg (algebraic groups) correspond to certain
cogroup objects in Alg; (such that the underlying K-algebra is finitely generated and
reduced). We will be interested in arbitrary cogroup objects in Alg for an arbitrary
field (or even: an arbitrary commutative ring) K.

11.2. Hopf algebras and affine group schemes. Let us take an algebraic group
(G, p, e, i), which is a group object in the category AfVarg. Note that (G, p) is an
actual group, since products in AfVarg are Cartesian products, but (G, u) is not a
topological group by Example M(l) For a morphism f : V' — W in the category
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AfVArg, we denote by f* : K[W] — K[V] the image of this morphisms by the
coordinate ring functor. Then, the quadruple (K[G], u*, e*,i*) is a cogroup object in
the category Algy and let us look at the maps p*, e*,i* more closely:

p*: K[G] — K[G x G] = K[G] ®k K[G], €e*: K[G] - K, i*: K|[G] — K[G].

These maps fit to the commutative diagrams described for an arbitrary category in
Definition [10.23] These considerations lead to the following definition.

Definition 11.1. Let R be a (unital commutative) ring. A Hopf algebra over R is a
cogroup object in the category Algp, that is: it is a quadruple (H, ¢, n,¢) such that:
c:H—H®rH, n:H—R, :H—H

are R-algebra homomorphisms and the following diagrams are commutative, where “®”
stands for “Qpg”:
c®id g

HOHQH HQH
idy ®CT c
HQH € H,
H<"M  pew
(ideT \ T
H®H = ,

H®H ‘ H < H®H.

Let us consider again an algebraically closed field K and an affine algebraic group G.
Then, K|[G] is a Hopf algebra and we have the following natural bijective correspondence

(Problem 103)):

G(R) «— Homayg, (K[G], R),
where G(R) stands for the set of R-rational points of G, that is: the zeroes in R™ of
the ideal I(G) < K[X], where X = (X1,...,X,). Since K|G] is a Hopf algebra (a
cogroup object in Algy ), G(R) is a group. Therefore, the affine algebraic group G can
be considered as the (group) functor of rational points:

G : Alg; — Gps.
This motivates the following generalization.

Definition 11.2. Let R be a ring. An affine group scheme over R is a representable
functor
Algr — Gps.

Remark 11.3. A representable functor can be identified with an object representing
it (this is Yoneda Lemma, which we skip), so an affine group scheme over R is basically
the same as a (representing) Hopf algebra over R.
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Example 11.4. We will see several examples of group schemes. Let K be an alge-
braically closed field and n > 0.

(1)

The set K™ considered as an affine algebraic variety is usually denoted by A"
(or A% ) and called the affine n-space. It is clear that:
K[A"] = K[X1,...,Xn].
Since A (called also the affine line) has the structure of an affine algebraic group
(with the field addition), K|[X] has the natural corresponding Hopf algebra
structure, which is calculated on
For a ring R, let us consider the following functor:
Gar:Algr — Gps, G, r(T) = (T,+).

It is clear that it is a group scheme and the corresponding Hopf algebra is the
same one as in the case of R = K above (just all the instances of “K” should
be replaced with “R”). It is called the additive group scheme (over R). We also
denote:

Ga = Ga,Z-
We consider now the multiplicative group. As such:
K*={ae K|a#0}
is a Zariski open subset of K. However, by the standard trick (appearing also

in Example , we can identify K* with the following Zariski closed subset of
A2 (called also the affine plane):

C:={(a,t)e K* | at = 1},
which is the hyperbola. It is also clear that:
K[C] = K[X,1/X].
Since C' has the structure of an affine algebraic group (with the field multiplica-
tion), K[X,1/X] has the natural corresponding Hopf algebra structure, which
is calculated on
For a ring R, let us consider the following functor:
Gm,r : Alggp — Gps, Gy r(T) = (T%,-).

It is clear that it is a group scheme and the corresponding Hopf algebra is the
same one as in the case of R = K above (similarly as in Item (1)). It is called
the multiplicative group scheme (over R). We also denote:

Gm = Gnz.
We consider the functor:
ker(Fr) : Algy, — Gps, ker(Fr)(R) = {re R | r’ = 0}.
In Problem 10@, you are asked to show that ker(Fr) is a group scheme over I,
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Problem List 10

Let K be an algebraically closed field, p be a prime number, and n € IN~.

(1) Show that the representable functor:
K (AfVarg)® — Algg, h"(V) = Homagvar, (V, K),

is faithfully full, that is: it induces bijections on the sets of morphisms.
(2) Let R e Algy. Show that the following are equivalent:
(a) there is V € AfVarg such that:

R = K[V]

(an isomorphism in Algy);
(b) R is a finitely generated K-algebra having no nilpotent elements.
(3) Let V € AfVarg. Show that we have the following natural bijective correspon-
dence:
V(R) «— Homag, (K[V], R),
where V(R) stands for the set of R-rational points of V, that is: the zeroes in
R™ of the ideal I(V) < K[X], where X = (X1,...,X,).
(4) Show that:
K|GL,(K)| = K [X11,-. ., Xon, T/ (T'det ((X; 5)i) — 1)
and determine the Hopf algebra structure on K|[GL, (K)], which corresponds to
the algebraic group GL,(K).
(5) Show that:

GL,, : Alg, = Rings — Gps, GL,(R) = {A € M,(R) | det(A) e R*}

is a group scheme over Z.
(6) Show that:

ker(Fr) : Algy, — Gps, ker(Fr)(R) = {re R |’ =0}.

is a group scheme over I),.



68

12. ACTIONS OF FINITE GROUP SCHEMES

In today’s lecture, we finally define the notion of actions of (finite) group schemes,
whose model theory we aim to study, similarly as we studied the model theory of actions
of finite groups on fields.

12.1. More examples and structure constants. Firstly, we give some examples of
classical functors which are or are not group schemes (although they may look as such
at first sight). It is not very much related to the main topic, but it is still interesting
and should provide a better understanding of group schemes.

Example 12.1. We consider the following classical functors. Let n > 0 and we recall
that the category of rings coincides with the category of Z-algebras and we will use the
notion for the latter.

(1) General linear group and special linear group.
Let us consider the following functors:
GL, : Alg, — Gps, R — Autmoay (R"),
SLy, : Alg;, — Gps, R~ {f e GL,(R) | det(f) =1}.
If K is an algebraically closed field, then we consider the general linear group
GL,(K) as an affine variety. We have that
GL,(K) = {Ae M,(K) | det(A) # 0}
is a Zariski open subset of M, (K) = A™ (the determinant function is a poly-
nomial function). Similarly as in Example [11.4{2), it can be identified with the
following Zariski closed subset of AL
{(A,t) e My, (K) x K | det(A)t = 1}.
The interpretation of GL,,(K) as a Zariski closed subset of A"+ also gives the
correct interpretation of GL,,(R) for an arbitrary ring R as:
GL,(R) = {A € M,(R) | det(A) e R*}!
In Problem 105} you are asked to show that GL,, is a group scheme over Z. We
clearly have:
GL1 = Gm.
Similarly, SL,, is a group scheme over Z as well.
For the next two items, we need to notice that:
Z(GL,(R)) = R*I = R,
Z(SLp(R)) = R*I n SLp(R) = pun(R) :={re R* | r" =1}.
(2) Projective general linear group.
Let us consider the following functor
Alg; — Gps, R~ GL,(R)/Z(GL,(R)).

This functor, which we may be tempted to call PGL,,, is not a group scheme
(that is: it is not representable) for the following reasons. There is the following
adjoint representation map:

Ad:GL, — GL,2, Adgr(A)(B) = ABA™!,
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where R is a ring, A € GL,(R), and B € M,(R) = R". For any ring R, we
have:

ker(Adg) = Z(GL,(R)).
It can be shown that if K is an algebraically closed field, then the image:
Adg (GL,(K)) < GL,2(K)

is Zariski closed, so this image has a structure of an algebraic group. Similarly
as in Problem 10J5] there is a group scheme over Z, which is denoted by PGL,,
such that for all rings R we have a natural isomorphism:

PGL,(K) = Adk (GL,(K)) .
In the case of n = 2, this group scheme is represented by:
oo | XY XZ XT YZ YT YZ X2 y? 7% 717
0-= dadvdadad)dyd)dadada
where d := XT —Y Z and the Hopf algebra structure on Hy is induced from the
Hopf algebra H giving GLo:

1
H:=7Z|X,Y,Z,T, ——————
|: 9y 9 9 Y XT _ YZ:|
representing the group scheme GLa (so Hy is a Hopf subalgebra of H, which is
OK, since: group scheme quotients correspond to Hopf subalgebras, and sub-
group schemes correspond to Hopf algebra quotients).
For any ring R, Adg induces the following monomorphism:

GLn(R)/Z(GLn(R)) — PGLy(R),

which is an isomorphism if R = K is a field. However, Adr need not be onto and
in general we have the following exact sequence (the word “exact” here means
that the image of each arrow coincides with the kernel of the next arrow):

1 —> QLo (R)/Z(GLy(R)) —> PGL,(R) —> Pic(R) — 1.

Therefore, the “difference” between GL,(R)/Z(GL,(R)) and PGL,(R) is mea-
sured by the Picard group of R, which, for example, for a Dedekind ring R
coincides with the ideal class group CI(R). Hence if R is a field or a local ring
or a PID ring, then we have:

PGL,(R) = GL,(R)/Z(GLa(R)).

Projective special linear group.
Let us consider the following functor

PSL, : Alg, —> Gps, R SL,(R)/Z(SL.(R)).

This is not a group scheme and the quotient of the group scheme SL,, by the
normal group subscheme Z(SL,) (all these notions make a formal sense, but I
will not give the definitions here) coincides with the group scheme PGL,, as in
Item (1). The difference can be already observed on the level of fields and it
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is given by the following commutative diagram (see Problem 11@, where each
row is exact and each column is exact:

1 1 1
z—xl zxl <
1— = SL,(K) = GL,(K) det K* 1
1—— > PSL,(K) PGL, (K) K* (K*)" 1
1 1 1

We define now a type of group schemes, which generalizes the notion of a finite group
and this is the type which is most interesting for us.

Definition 12.2. Let k£ be a field. A finite group scheme over k is a an affine group
scheme over k such that the corresponding Hopf algebra is finite-dimensional as a vector
space over k.

I will give now some examples of finite groups schemes.

Example 12.3. Let k£ be a base field and n > 0.

(1) Constant finite group schemes.
Let (G,p) be a finite group and we set H := k&. The Hopf algebra structure
on H should come from u:

pto kS — kGt (f) = fop

By Problem 11[2] if X and Y are finite sets, then we get the following isomor-
phism of k-algebras, which is “natural in X and Y”:

kXXY ~ kX ®k k'Y

(this is a Stone- Weierstrass type statement: the right-hand side above corre-
sponds to functions of the form

(@,y) = f1(2)g1(y) + - + fu(@)gn(y)
for some n > 0, f; : X — k, and g; : Y — k). Using Problem 11 we get that
G

u* is a cooperation on H := k%:

pw* H— H®, H
(all tensor products are taken over k). Since p is associative, we have:

po (uxidg) = po (idg xp).
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Applying the representable contravariant functor h*, we get that the following
diagram commutes:

.
He HO H~""2" pge.H
idH@M*T TM*
*
H® H H.

that is u* is coassociative.
The neutral element in G can be understood as a map

e: {id} — G.
We get the corresponding counit map:
e H=k" — k= k4

fitting to the following commutative diagram:

e
H e*idgy f{()k]J
idy ¥ T idg TN*
p
H®, H H.

Finally, let us consider the inverse map on G:
i:G— G.
It induces the following coinverse map:
i*H=k" — H=k"

fitting to the following commutative diagram:

H
o
w* w*
H®. H H H®. H.

Let
G : Alg, — Gps
be the group scheme represented by the Hopf algebra k&. By Problem 11 for
any connected (that is: without non-trivial idempotents) R € Alg,, we have a
natural isomorphism G(R) =~ G.
Let {xy | g € G} be a k-basis of k consisting of characteristic functions

(xg(h) = 67: Kronecker’s delta). Then, we have (computed on [Figure 6)):

1 (xg) = Z Xh & Xk-
hk=g

For any g € G we have:

e*(xg) = xg(e) = 5%7
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and it is easy to see that
Z*(Xg) = Xg—1-
(2) Kernels of powers of Frobenius.
Extending Example [11.4](3) and changing the notation a bit we define:
opn : Algp, — Gps, apn(R) ={reR| P = 0}.
Similarly as in Example [11.4(3), a;n» is a group scheme represented by
Fple] := F,[X]/(X*")

[P

(not to overload the notation, we still use “c” instead of e.g. “e,”) and
c:Fyle] — Fyle] @, Fple], cle) =e®@1+1Q®c¢

(this map is well-defined again, since char(IF),) = p).
Let {1,¢,...,eP" 7!} be a basis of IF,[¢] considered as an IF,-linear space. Then
we have the following:

c(e) =c(e)
= (e®1+1Q¢)

= ZZ: (;)& ek,
k=0
It is easy to see that we also have:
n (5’) =6, L (EZ) = (—1)%.

There is a standard name to some parameters from the base field, which appeared
above.

Definition 12.4. Let H be a finite-dimensional Hopf algebra over a field k and {by, ..., by}
be a basis of H over k (as a k-linear space). Then, the structure constants (ufk)”k of
the comultiplication ¢ (with respect to this chosen basis) are the elements of k, which
are given by the following formula (i < m):
c(b;) = Z Vl-j’kbj ® by.

7.k
Similarly, we can define the structure constants for the coinverse map and the counit
map.

Remark 12.5. One can describe the coassociativity axiom using the structure constants
in the following way:
27.] m7n m7z n’.y

Vk Z/Z :Uk Vi .

Example 12.6. Structure constants for finite group schemes from Example
(1) For H = k% and k,h, g € G, we have the following (hk = u(h, k) € G):

h,k _ chk
Vg —59.

(2) For ayyn and 1,5,k < p™, we have the following:

gk _ (1 gitk
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12.2. Hopf algebra coactions. Let us fix two covariant functors (instead of the cat-
egory Alg; we could have taken an arbitrary domain category):

G: Alg, — Gps, X :Alg, — Set.
An action of G on X is a natural transformation
a:GxX—0X
such that for each T € Alg,., the map:
ar : G(T) x X(T) — X(T)

is a group action.

Assume now that the functor G is represented by a Hopf algebra H over k (so G is
an affine group scheme over k) and X is represented by the k-algebra R (so X is an
affine scheme over k). In such a case, we will use the following notation (the reasons
for this notation will not be explained in this course):

G = Spec(H), X = Spec(R).
Since the usual group action axioms (the identity axiom and the mixed associativity

axiom) are expressed by the following commutative diagrams (a group (G, i) acts on a
set X bya:GxX — X):

id, i
X xG (ide) X XXG&XXGXG
ai al iaxidc
idx
X X e X x G

we get that an action of G on X corresponds to a coaction of the Hopf algebra H on
R, that is to a k-algebra map:

0:R— R®, H
such that the following diagrams (expressing the counit condition and the mixed coas-
sociativity conditions) commute:

RO H —"" _R—Reyk  RH "% R H®H

0 T GT T o®id g
idp

R R 0 Ry H.

We are interested in the model theory of actions of finite group schemes on fields, which

is the situation as above after assuming that:

e R = K is a field;
e dimy, H is finite.

Before the next example, we need one definition.

Definition 12.7. Let k be a field and R € Alg;,.

(1) Amap 0 : R — R is a called a derivation (on R), if for all x,y € R, we have the
following:
o d(z +y)=0(x)+ dy) (0is additive);
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e J(zy) = 2d(y) + yd(x) (0 satisfies the Leibniz rule).
(2) A derivation 0 : R — R is called a k-derivation, if it is k-linear (equivalently:
o(k) =0).

Example 12.8. We give two examples of finite group scheme actions on (the functors
represented by) rings. In both cases, we first interpret the k-algebra map ¢ (using a
fixed basis) and then understand the additional Hopf algebra coaction conditions.
(1) Let us fix a finite group (G, ) and set H := k¥. We also fix a k-algebra R.
Then, the action of Spec(H) on Spec(R) corresponds to a k-algebra map

0:R—>R®, H

satisfying two additional conditions as above. We analyze first such maps in
general and then interpret these two additional conditions.

Let us take the basis of H consisting of characteristic functions {x, | g € G}
(see Example [12.3{(1)). Then an arbitrary map 0 : R — R®; H corresponds to
a sequence of maps (Jy : R — R)gec such that for all 7 € R, we have:

o(r) = ) 9(r) ® xg-
geG
We have:
R®yH =) R(1®x,) =g R™,
geG
where the last isomorphism is an isomorphism of R-algebras, since the charac-
teristic functions satisfy the following “orthogonality conditions” (h, g € G):

x§ = Xg» XgXn = 0 (Kronecker’s delta).

Therefore, it is easy to see that ¢ : R > R®y H is a k-algebra map if and only
if each d; : R — R is a k-algebra map.
We interpret now the counit condition. Recall from Example[12.3|(1) that for
all g € G, we have:
n(xg) = 6.
Let us take r € R and “travel up and right” in the diagram responsible for the
counit axiom:

(idr-n) (0(r)) = (idr n) (Z 0g(1) ®Xg>

geG

=" 35(r)n (xg)

geG

= 2, 053¢

geG
= 0¢(r).
Therefore, 0 : R — R®; H satisfies the counit condition if and only if d. = idg.

We calculate on [Figure 7|that the mixed coaasociativity condition for ¢ : R —
R ®, H means exactly that for all g, h € G we have:

0y © O = Ogi-
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Therefore, group scheme actions of Spec(k“) on Spec(R) correspond exactly to
action of G on R by k-algebra automorphisms.

Let us consider the group scheme ayn (see Example [12.3{2)), which is repre-
sented by the Hopf algebra

Fple] := Fp[X]/(X™").

Let
pn -1

0:R—R®p, Fyle], ar)= ) a(r)®<,
=0

where each 0; is a map from R to R similarly as in Item (1) above.

We calculate on[Figure §|that ¢ is a IF-algebra map if and only if the following
holds:

e for each i, ¢; is an additive map;

e for each 7 and x,y € R, we have:

diay) = Y 0;(@)dnla).
k=i

In particular, dy is a IFp-algebra map and 0; is a “derivation of dy”, that is:

01(zy) = do(x)01(y) + o(y)01(x).

Similarly as in Item (1), a IFp-algebra map ¢ : R — R ®r, IFp[e] satisfies the
counit condition if and only if dy = idg. In such a case, ¢; is a derivation on R,
and the whole sequence (0;)i<p» is sometimes called a truncated Hasse-Schmidt
derivation on R.

Finally, let us consider the mixed coassociativity condition. For r € R, firstly
we “travel up and right” in the diagram expressing the mixed coassociativity
condition:

(idr®c) (0(r)) = (idr ®c) (Z 0i(r) ® Ei)

;ai(r) ® (Z (;) et @si—’f>

k=0

k+ :
2 < k])akﬂ@ek@ef-

k+j<pm

Now, we “travel right and up” in the diagram expressing the mixed coassocia-
tivity condition:

(0®idy) (0(r) = (0 @idye) (2 0;(r) @8]-)

J

= (Z o (9;(r)) @ak> ®c

k
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The conclusion is that a IFj-algebra map ¢ : R — R®r, I, [¢] satisfies the mixed
coassociativity condition if and only if for each 7,7 < p™ we have:

0;00; = (Z —Zj)ai-&-ﬁ

where the right-hand side is understood as 0 in the case when i + j = p
such a case we also have that p| (ZJZ” ))-

Such a sequence (0;)i<p» as above (that is: corresponding to an action of
the group scheme a;») is sometimes called a truncated iterative Hasse-Schmidt
derivation on R.

" (in

Remark 12.9. By Problem 11 actions of ay, on Spec(R) correspond to derivations
¢ on R such that o) =0 (p-th compositional power).

For completeness, we mention below the “proper” (that is: non-truncated) case.

Definition 12.10. Let R be a ring.

(1) A Hasse-Schmidt derivation on R is a sequence of maps (0, : R = R)pen such
that for all z,y € R and for all n € IN, we have the following;:
e 0o = idg;
o Op(xz +y) = 0n(z) + On(y);
* On(zy) = 251 j=pn 0i(2)0;(y) (“higher Leibniz rules”).
(2) A Hasse-Schmidt derivation (6, : R — R)nen on R is called iterative, if for all

m,n € IN we have:
n+m
On 0 0m = ( )an-‘rm
m

Remark 12.11. Two comments about Hasse-Schmidt derivations, which are only
loosely related with the main topic of this lecture.

(1) By Problem 11 if R is a Q-algebra, then an iterative Hasse-Schmidt derivation
on R is “the same” as a usual derivation. But in the case of positive charac-
teristic these two notions differ and the notion of an iterative Hasse-Schmidt
derivation is considered as a “better” one, the intuition being that we “improve”
the compositional powers of the usual derivation ¢;.

(2) In the case of positive prime characteristic p, an iterative Hasse-Schmidt deriva-
tion on R can be understood as a compatible sequence of actions of the finite
group schemes (ayn )n>0. In the general case, there is only an interpretations as
an action of a certain formal group scheme (not a group scheme!), which we will
not explain here.



7

Problem List 11

Let k and K be fields, p be a prime number, and n € IN~g.

(1) Let A be a finite set.
(a) For any category C, define properly the constant functor:

Consty : C — Sets, Const4(X) = A.

(b) Show that for a connected (that is: 0 and 1 are the only idempotent ele-
ments) k-algebra R, we have the following bijection:

HomAlgk (k}A, R) « A.

(¢) Let Conny denote the full subcategory of Alg,;. whose objects are connected
k-algebras. Show that the following two functors are isomorphic:

hia : Conny — Sets, Consty4 : Conn; — Sets.
(2) Show that if X and Y are finite sets, then we have the following k-algebra
isomorphism:

Y = B @ kY

(3) Assume that char(R) = p and @ is a derivation on R. Show that é® (the p-th
compositional power of @) is a derivation on R as well.

(4) Find a natural bijection between the set of actions of a,, on Spec(R) and the set
of k-derivation @ on R such that 0® = 0.

(5) Let R € Algg. Find a natural bijection between the set of iterative Hasse-
Schmidt derivations on R and the set of derivations on R.

(6) Show that there is the following commutative diagram, where each row is exact,
each column is exact, and p,(K) ={x e K* | 2" = 1}

1 1 1
x>zl roxl <
11— > SL,(K) = GL,(K) det K* 1
1—— > PSL,(K) PGL, (K) K*/(K*)" 1
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13. ACTIONS OF FINITE GROUP SCHEMES: MODEL THEORETICAL SET-UP

In today’s lecture, we introduce a proper language for the theory of actions on fields
of a fixed finite group scheme. We also start discussing a motivating example of the
theory existentially closed differential fields in characteristic zero.

13.1. Actions of finite group schemes: language and theory. Let us fix the
following:

a field k;

a finite group scheme g = Spec(H) over k;
m := dimy H;

a k-basis {b1,...,by} of H over k;

a k-algebra R.

Any map 0: R —» R®y, H corresponds to a sequence of maps (d; : R — R);<m, such
that:

Ar)y =) ai(r) ®b;.
i=1

A map ¢ : R — R®y H is a coaction of H on R (equivalently: an action of g on Spec(R))
if and only if ¢4, ..., &y, satisfy:

¢ additivity and “Leibniz rules” corresponding to ¢ being a k-algebra homomor-
phism;
e “iterativity rules” corresponding to ¢ satisfying the coaction conditions.

Example 13.1. We consider two main examples.

(1) Suppose that g = Spec(k%).
¢ Additivity and the “Leibniz rules” correspond to d, being a k-algebra en-
domorphism for g € G.
e The “iterativity rules” correspond to and d. = id and dy 0 ), = dgyj, for each
g, h € G (the group action axioms).
(2) Suppose that g = a,» (kernel of Fr", see Example [12.3(2)).
e Then, the “Leibniz rules” correspond to the actual (higher) Leibniz rules:

ailay) = Y o@)aly).
=i

e The “Iterativity rules” correspond to the condition ¢y = id and to the
actual iterativity rules from the definition of an iterative (truncated) Hasse-
Schmidt derivation:

6Z- o 0j = <Z —:]>61+J

The above conditions on ¢y, ..., é,, saying that ¢ is an action of g on Spec(R) can be
expressed by a collection of sentences in the language of g-actions (¢4, ..., &, are unary
function symbols and ¢ € k stand for constant symbols):

Lg = Lrings (& {817"'78771} v {C | ce k}
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The particular names for the unary function symbols @1, ..., 0, may differ depending
on the context. The above sentences can be written down by using the structure con-
stants (see Definition introduced during the previous lecture, but we will not write
these sentences explicitly. We get the Lg-theory g-DF, whose models are exactly fields
with g-actions. We will use the obvious terminology of g-rings, g-fields, g-field (ring)
extensions, etc.

Example 13.2. We consider two main examples again.

(1) Suppose that g = Spec(k®). Then, the language L, coincides with the language
L¢ and the theory g-DF coincides with the theory G-TF (see Section .
(2) Suppose that g = a,» (kernel of Fr™). Then, in the language Ly we have the
unary function symbols 0y, ..., dpn—1 and the theory Ly says the following.
e For each i, the map 0; is additive maps and for all z,y € R, we have:

2izy) = Y. 0(x)aiy).
jHl=i

e 0g = id.
e For each 7,5 < p™ we have:

6@' o) 8j = (Z —Z]>6i+j,

where for ¢ + j = p”, the right-hand side is understood as 0.

13.2. The theory of existentially closed differential fields. By a differential field,
we mean a pair (K, ), where K is a field and 0 is a derivation. Similarly, for a differ-
ential ring (commutative and with 1). We consider the theory of differential fields of
characteristic 0, called DFg. The positive characteristic case will be discussed briefly

later (see Remark (13.6)).

Before the next theorem we need the following.

Definition 13.3. Let (R, 0) be a differential ring and X be a variable (of length one).
(1) Then,
R{X}:= R[X, X" X" ..., X9 ]
denotes the polynomial ring over R in infinitely many variables (X));en, where
we use the following convention:

X0 .=x xMW.=x" x®.=x" ... .

(2) The elements of R{X} are called differential polynomials over R.
(3) If f € R{X}\R, then there is a smallest ¢ € IN such that

f € R[X7X/7 R 7X(i)]\R[X7XlaX”7- . ’X(l_l)]

(setting R[X("1] := R). We call i as above the order of f. For f € R\{0}, the
order of f is —1 and the zero polynomial does not have an order.

Remark 13.4. For the definition of the ring R{X} above, we did not need to assume
that there is a derivation on R. However, it is crucial that R{X} becomes a differential
ring, which we explain below. Let (R, d) be a differential ring.
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(1) There is a unique derivation ¢’ on R{X} such that for all i € IN we have
0 (X@) = XD, P|p=0.

(2) For any f € R{X} and any a € R, there is the obvious notion of the differential
evaluation f(a) € R.

(3) For a fixed a € R, the differential evaluation is a differential map, that is for all
f e R{X} and a € R, we have:

o(f(a)) = 7' (f)(a).

Theorem 13.5 (Blum, 1968). The theory DFy has a model companion, called DCFy,
which has the following axioms: for each f,g € K{X}\{0} such that the order of f is
greater than the order of g, there is a € K such that f(a) = 0 and g(a) # 0.

The notion of a differentially closed field was studied first by Robinson in 1950s. The
theory DCFy is w-stable of infinite rank and it is a very interesting theory (Zilber’s
trichotomy, relations between modular/trivial types and the corresponding differential
equations , diophantine applications, etc.). In the next semester, I plan to organize a
research seminar, where we will read the following recent paper, which uses the model
theory of differential fields to prove new results in diophantine geometry and also to
“give a complete proof of an assertion of Painlevé (1895)”:

Guy Casale, James Freitag, Joel Nagloo, “Ax-Lindemann-Weierstrass with derivatives
and the genus 0 Fuchsian groups”, Annals of Mathematics, 721-765, Volume 192 (2020).

Remark 13.6. In the case of positive characteristic p > 0, Wood gave axioms of the
theory DCF), which is a model companion of the theory of differential fields of charac-
teristic p. There is one more condition in Wood’s axioms corresponding to separability.

The theory DCF), is strictly stable (in particular: it is not w-stable) and it was studied
by Shelah, Wood, and others in 1970s. Model-theoretically, it is still quite a mysterious
theory (for example: Zilber’s trichotomy is unknown), but it does not seem to have
geometric applications (yet?).
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14. GEOMETRIC AXIOMS IN DIFFERENTIAL CONTEXT

Our aim is to show that for any finite group scheme g, the theory g-DF has a model
companion, which will generalize the corresponding result for finite groups (see Theorem
. We start from a motivating example of the theory DCFy.

We are aiming to describe geometric axioms of the theory DCFy. We need a classical
notion of the tangent bundle and a less classical one of the twisted tangent bundle. Let
K be an algebraically closed field and V € A" be a K-variety. If we have:

I(V) = (fh"'?fm) < K[Xla-"7XTL]7
then the ideal:
(Frooe s S floe oo ) S KX, X, X, X

defines TV < A2", the tangent bundle to V, where for f € K[X7,..., X,] we have:
n
of
fi= X!
= Lo
i=1
We include now several comments about the connections between the tangent bundle

and the notion of smoothness. They are not related to our main topic of the geometric
axiomatization, but they are still important.

Problem 12.1
The projection map A?" — A" induces a map TV — V whose fibers, denoted T,V and
called tangent spaces (to V at v), have a natural structure of a vector space over K.

A variety V is smooth if and only if for all v € V all the tangent spaces T,V have
the same dimension as K-vector spaces. We include a side remark below.

Remark 14.1. In the smooth case, this common dimension of tangent spaces above
coincides with the dimension of V', which can be defined in terms of the Zariski topology
on V and it also coincides with:

the Krull dimension of the ring K[V];

for an irreducible V, the transcendence degree of the field K (V') over K;
the Morley rank of V' considered as a definable set in the field K;

the U-rank of V' considered as a definable set in the field K.

In the context of DCFy, all these four dimension notions above make sense and they
are all pairwise different!

If K = C and V is smooth, then V has a natural structure of a differential manifold
(or even of a complex manifold) and the tangent bundle coincides with the one we know
from differential geometry. Formally, there is a forgetful functor from the category of
smooth algebraic C-varieties to the category of differential manifolds (or to the category
complex manifolds) and this forgetful functor commutes with the appropriate tangent
bundle functors.

For any ring R, we consider:

R[e] := RIX]/(X?),
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which is called the ring of dual numbers. The crucial property of the ring of dual numbers
is that any homomorphism R — S|e] is the same as a pair of maps 0,0 : R — R (by
the rule r — o(r) + d(r)e) such that ¢ is a ring homomorphism and ¢ is an additive
map satisfying the following “o-Leibniz” multiplicative rule:

o(zy) = o(x)o(y) + o(y)o(x).

Definition 14.2. Let ¢ : R — T be a ring homomorphism. We call a map ¢ : R —» T
a derivation of o, if 0 is additive and for all z,y € R, we have:

o(zy) = o(x)o(y) + o(y)o(x).

In particular, derivations on R correspond to ring homomorphisms ¢ : R — R|e]
such that 7o ¢ = idg, where 7 : R[e] — R is the projection homomorphism given by
w(r+r'e) =r.

Remark 14.3. We take now R = R and present some historical comments (Wikipedia).

(1) The field of complex numbers C = R|7] was introduced in the 16th century(?).
The rule is i2 = —1.

(2) The ring of split complex numbers R|j]| was introduced around 1848. The rule
is j2 = 1 (so, it is isomorphic with the ring R x R, but the norm is different and
somehow the norm matters).

(3) The ring of dual numbers R[e] was introduced by Clifford in 1873. The rule is

2
ec=0.
Let us assume for simplicity that:
K[V] =K [X1,...,X.]/(f)
(so, V is a hypersurface) and we set:
X :=(Xy,....X,), X :=(X],....X}).
Let R be a K-algebra.
Lemma 14.4. There is the following natural correspondence:
Homaig, (K[TV], R) «— Homag, (K[V], R[¢]).

Proof. Let us take a K-algebra map:

f: K|V] — RJe].
For any i < n, we define r;, 7} € R by the following formula:

f(Xi+ () =ri+rie.
We define the following K-algebra map:
K[X,X'| —R, X,—r, X —r.

It is easy to see that this map factors through K[TV], so it induces a K-algebra map

1 K[TV] — R.
It can be also easily checked that the “big” map:

Homayg, (K[V], Re]) 3 f = f! € Homay,, (K[TV],R)

is a natural bijection. O



83

Remark 14.5. The above lemma has several interpretations which may clarify the
notion of an algebraic tangent bundle.

(1) By Problem 10[3] for any K-algebra R we have:
TV(R) = V(R|e]).

(2) In particular, the morphisms V' — TV, which are sections of the projection map
TV — V (so, they are the classical sections of TV') correspond to K-derivations
of K[V], since we have:

Homatvar, (V,TV) = Homayg, (K[TV], K[V]) = Homaig, (K[V], K[V][e]).
The following theorem extends Lemma and Remark [14.5(1).
Theorem 14.6. There is a functor:
T : Alg — Algy,

which has the following properties.
(1) For all R, S € Alg, we have the following natural bijection:

Homag, (7(S), R) «— Homayg, (S, R[e]).
(2) For any V € AfVarg, we have:
T(K|V]) = K[TV].
Proof. Tt follows as in the proof of Lemma [14.4] O
Remark 14.7. For all R € Algy, we have:
T(R) =S (Qr/k) »

where Qg is the R-module of Kdhler differentials and for any R-module M, S(M) is
the symmetric algebra.

The crucial categorical property of the functor 7 from Theorem [14.6[1) is called
adjointness. The general definition is below.

Definition 14.8. Let C and D be categories and
L:C— D, R:D—C

be functors. The functor £ is left-adjoint to the functor R (or R is right-adjoint to L),
if the following functors are isomorphic

C®? xD>3(X,Y)— Homp(L(X),Y) € Set;

C? x D3 (X,Y)— Home(X,R(Y)) € Set.
That is: for any X € C,Y € D, we have the following natural bijection:

Homp (L(X),Y) «— Home (X, R(Y)) .

Example 14.9. Adjoint functors appear naturally in our mathematical life, we give
some examples below.

(1) Let R be a forgetful functor. Then, a left-adjoint functor £ (if it exists) gives
rise to “free objects”. We see some examples below.
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(2)

(a) Let R : Grp — Set. Then, we get the free group functor:
L(X) = Fy.
(b) Let R : Ab — Grp. Then, we get the abelianization functor:
L(H) = H* = H/[H, H].

(c) Let S be an R-algebra and R : Modg — Modp (this forgetful functor is
also called the restriction of scalars functor). Then, we get the eztension
of scalars functor:

L(M) =M ®gS.

It works in the same way on the level of algebras, where R : Algg — Algp,
which can be generalized to any category with products/coproducts (in
place of the category of rings) and get the restriction/extension (of the
base object) adjointness.

(d) Let R : Field - Domain. Then, we get the fraction field functor:

R(R) = Ry

(we consider only ring monomorphisms as morphisms in the category Domain).
For (X, z) € Top, let

Q(Xv IB) = HomTop* ((817 *)7 (X7 1’))
(loops at x) with the compact-open topology.
N(X,x) = X x [0,1]/(X x {0,1} U {z} x [0,1])

(distinguished point for (X, x) is the constant loop and for ¥(X, x), it is (z,0)).
3} is left-adjoint to €2, where ¥ and €2 are functors from Toph, to Toph,.
For a commutative ring R and an R-module M, the functor

Modgr 3 N — M ®r N € Modpg
is left-adjoint to the corresponding representable functor:
Modpg 3 N — hy(N) = Hommoed, (M, N) € Modp.
Let S be an R-algebra. We know that the extension of scalars functor:
Algr 2T —TQ®r S € Algg

has a right-adjoint which is the restriction of scalars functor. If S is free and
finitely generated as an R-module, then the above extension of scalars functor
has also a left-adjoint functor, which is called Weil restriction.

In any category C with products and coproducts, the functor

CaXHXHXeC

is left-adjoint to the functor

CoXm— X xXel.
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Before finally getting to the geometric axioms of DCFy, let us recall the axioms
of ACFA. Let (K,0) be a field with an automorphism. For simplicity, we assume
that the field K is algebraically closed. If V' = Z(I) is a variety given by the ideal
I < K[X1,...,X,], then by °V we denote the variety given by the ideal o(I) (o acting
on the coefficients of polynomials). We have the bijection map:

oc*": K" — K"
which induces the following bijection
oy =0 "y :V—0V.
Axioms of ACFA
For any pair of irreducible varieties (V, W), IF
e WCV XV,
e the projection maps:
W —V, W — 7V

are dominant (that is: the images are Zariski dense);
THEN there is a € V such that (a,ov(a)) € W.

By Theorem (7.7, a difference field (K, o) is existentally closed if and only if (K, o)
is a model of ACFA.

Suppose now that (K, 0) is a differential field and V' is a K-variety. For convenience
we still assume that K is algebraically closed, since any existentially closed differential
field of characteristic 0 is algebraically closed as a field. The role of V' x 7V from the
axioms of ACFA is played by T9(V'), which is a “twisted version” of the tangent bundle
TV, similarly as V x 7V is a “twisted version” of the Cartesian product V x V. For
feK[Xy,...,X,], we define:

of) =10+ 1
where:
. N . .
(Z ail...inXil . X,z{l) = Z 0 (ail.._in) Xil - X:L"
Remark 14.10. The map
0: K[Xy,...,Xn] — K[X1,...,X X],...,X]]
comes from the derivation on the ring of differential polynomials in n variables K{X1, ..., X,},
which is defined in the similar way as in the case of a single variable.

We define the twisted tangent bundle to V, denoted T(V), as the set of zeroes of:

(fiseees fns 0(F1)s s () S K[ X1y, Xy X100, X0
Problem 12.2
The map:
(id ™, 0%") : K" — K*"
induces the map

oy = (id*",0*") |y : V(K) — TV(K).
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Remark 14.11. The twisted tangent bundle T°V is a torsor of the tangent bundle
TV, that is there is a morphism:

TV x T°V —s TV

over V', which induces regular group actions of each T,V on Tva V.
More categorically, the tangent bundle T'V is a group in the category of varieties over
V and then the above map becomes an actual group action in this category.

We recall now that the ring of dual numbers “controls” derivation on R. Let us
assume now that R is a K-algebra. We want to put a K-algebra structure on the
ring R[e] such that this new K-algebra would control derivations on R extending the
fixed derivation @ on K. Let us also denote by ¢ : K — KJe| the corresponding ring
homomorphism. Let ¢’ be a derivation on R and again we denote by the same symbol
the following corresponding ring homomorphism: ¢ : R — R[e]. Let ¢ : K — R denote
the ring homomorphisms defining the K-algebra structure on R. Then, ¢’ extends ¢ is
and only if the following diagram commutes:

R—7 - Rl

I

K —2+ K[e].
It is obvious now what is the right K-algebra structure on R[e] (the definition below).

Definition 14.12. By R’[¢], we denote the ring R[e] with the K-algebra structure
given by the following composition:

K K[e] 1L Rl

It is clear now that the functor
Alg; 3 R R%[c] € Algy

“controls” the derivations on R extending ¢ in the same was as the dual numbers functor
“controlled” arbitrary derivations on R.
We also get the following version of Lemma [14.4]

Lemma 14.13. There is the following natural correspondence:
HOHlAng (K[Tav]v R) « HomAng (K[V], Ra[E]) N

We can finally formulate the following.

Geometric axioms of DCF
For any pair of irreducible varieties (V, W), IF

o« W TV),

e the projection map W — V' is dominant;
THEN there is a € V such that dy(a) € W.

Theorem 14.14 (Pierce-Pillay). A differential field (K, 0) of characteristic O is exis-
tentially closed if and only if (K, 0) is a model of the geometric axioms of DCFy.
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Proof. For the left-to-right implication, we can assume as in the proof of Theorem
(since W — V is dominant) that:

V =locusg(a), W =locusk(a,b)
for some tuples a,b in a (big) field extension M of K. Since we have W < TV, the

inclusion K[a] — K]Ja,b] fits into the following commutative diagram:

K[W] = K]Ja, b]
]
K[V] = K|a] K[TV].
By Lemmal[14.13] there is a canonical derivation of the map K[V] — K[T?V] extending
¢ on K, which is adjoint to the identity map on K[T°V], since we have:
Homayg, (K[V], K[T°V][e]) = Homayg,, (K[T°V],K[TV]).
After composing with the map K[T°V] — K[W], we get a derivation a derivation
J : K[a] — Kla,b]

of the inclusion K[a] — K[a,b] such that ¢'(a) = b and ¢’ extends ¢. By Problem 12J3]
¢' extends to a derivation ¢” of the field K(a,b) and we can finish as in the proof of
Theorem [7.70

For the right-to-left implication, it is enough to repeat (after the appropriate changes)
the corresponding part of the proof of Theorem [

Remark 14.15. We collect here several observations.

(1) In the case of positive characteristic, the statement from Problem 12[3] is not
true. For example, if 0 is a derivation of the inclusion IF,(X?) < F,(X) such
that 0(X?) # 0, then ¢ cannot be extended to I, (X).

(2) The geometric axioms of ACFA and DCFy are very similar. The ambient vari-
eties V x V and T9V are different, but they fit into the same common general
framework, which will be discussed during the last lecture.

(3) To obtain the axioms of Co-TCF from the axioms of ACFA, one needs to include
the “iterativity condition”:

Ao (W) = TW

and similarly for the theory G-TCF in the case of a finite group G.

(4) In the next lecture, we will do something parallel to the passage from the axioms
of ACFA to the axioms of Co-TCF discussed above. Namely, we will see what
is the right “iterativity condition”, which needs to be added to the geometric
axioms of DCFg to obtain the geometric axioms of as-DCF, where as is the
finite group scheme being the kernel of the Frobenius map in characteristic 2.
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Problem List 12

Let M be a field, K be an algebraically closed field, V' € A™ be a variety, and v € V.

(1) Show that the projection map A?" — A" induces a map TV — V whose fibers
have a natural structure of a vector space over K.
(2) Assume that (K, 0) is a differential field. Show that the map:

(idxn7a><n) KT s K2n
induces the map
oy = (id*", ") |v : V(K) — TV(K).

(3) Let R < S be an extension of domains, M be the fraction field of S, and
0: R — § be a derivation of the inclusion R € S. Show that ¢ extends to a
derivation ¢ of M.

(4) Assume that char(M) = p and @ is a derivation on M s.t. #*") = 0. Show that

[M : ker(d)] < p".

(5) Assume that (M, 0) = n — DCF),,. Show the following.
(a) The field M is separably closed.
(b) MP = ker(0).
(c) [M : MP] = pr.
(6) Show the following adjointness results.
(a) The abelianization functor is left-adjoint to the forgetful functor

R : Ab — Grp.
(b) Let S be an R-algebra. Then, the extension of scalars functor:
L(M)=MQ®grS
is left-adjoint to the forgetful functor
R :Modgs - Modr (or R:Algg — Algp).
(¢) The fraction field functor is left-adjoint to the forgetful functor
R : Field - Domain,

where morphisms in Domain are ring monomorphisms.
(d) For a commutative ring R and an R-module M, the functor

Modg 3 N — M ®p N € Modp
is left-adjoint to the corresponding representable functor:
Modpg 3 N — hy(N) = Hommoed, (M, N) € Modp.
(e) In any category C with products and coproducts, the functor
CoXmwX[[XecC
is left-adjoint to the functor
Ca3Xm—XxXeClC.
(f) Other examples you can think of.
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15. THE THEORY g-DCF

Let us a fix a field k and a finite group scheme g over k. In this final lecture, we
will show that the theory g-DF has a model companion, which we call g-DCF, and we
will briefly describe its model-theoretic properties. After having discussed the cases of
G-TCF and the classical theories ACFA and DCFy, we still give one more particular
example in the next subsection, before treating the general case. This particular example
is a model companion of the theory of characteristic 2 fields with 2-nilpotent derivations.

15.1. The theory 1 —DCF;,. We discuss now the theory as-DF, which was considered
first by Wood, who called it 1-DF. More generally, for any prime p and any n > 0, Wood
considered the theory n-DF of fields of characteristic p with p™-nilpotent derivations.
For n = 1, this theory coincides (that is: it is bi-interpretable) with the theory a,-DF
(see Problem 11[4). Wood showed that a model companion of this theory exists and
called it n-DCF. She did not specify the characteristic in the notation used for this
theory, but, for clarity, we prefer to call these theories: n-DF,, and n-DCF),.

Assume now that (K, 0) is a differential field, char(K) = 2, and dod = 0. We want to
adapt the geometric axioms of DCFy to cover the differential fields as above in a similar
manner as the axioms of ACFA were adapted to cover the case of G-actions, where G
is a finite group.

Lemma 15.1. Let V be K-variety. We have the following morphism:
Ay TV — 70 (TaV) , Ay (v,v') = ((v, V'), (v',())) .
Proof. We need to check that:
Aan (TV) € T (T7V),

which is done on [Figure 9 O

Such a choice of the morphism Ay corresponds to the coordinate permutations, which
were used in the case of the theory G-TCF. This choice will become clearer after the
general finite group scheme interpretation.

Remark 15.2. Few comments about functorial properties of the morphism Ay .

(1) The morphism Ay comes from the natural transformation

A:T? —T%0T°
or the following natural transformation
AV TP T? — T

(2) Any category of endofunctors becomes a monoidal category with the operation
of composition of functors. In such a set-up, (79, )\) is a comonad and (77, \T)
is a monad.

(3) This last natural transformation Af is not formally adjoint to A, however it may
be obtained by a very general argument, since it is well-known that adjointness
takes monads to comonads and vice versa.

(4) The notions of monad/comonad also appear in Computer Science, see e.g.

https://sonatsuer.github.io/monoid-homomorphisms-1.html for a begin-
ning of the story.
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We are ready now to state the axioms.

Geometric axioms of 1 — DCF,
For any pair of K-irreducible K-varieties (V, W), IF

o WS TV),
e the projection map W — V is dominant,
e we have (the iterativity condition):
Av(W) € TO(W);
THEN there is a € V(K) such that dy(a) e W(K).
Theorem 15.3. A differential field (K,0) of characteristic 2 such that d o 0 = 0 is

existentially closed (in the class of such differential fields) if and only if (K,0) is a
model of the geometric axioms of 1 — DCFs.

Proof. We sketch the proof which does not differ much from the proof in the general
case. The morphism:

Ay TO(V) — T° (TaV) , v (v,0") = ((v,0"), (v, 0))
gives us the K-algebra map:
Ay KT (T°V)] — K[T°V].
The adjoint map:
A2 K[T°V] — K[T°V][e]
gives K[T°V] an as-ring structure as before (coassociativity formally follows).
The iterativity condition implies that K[W] gets the quotient as-ring structure (in-

duced from K[T°V]) and afterwards the proof follows the lines of the G-TCF case (see
the proof of Theorem [8.4)). O

15.2. Prolongations. In this subsection, we describe the main technical tool which

is needed for the general case of the axioms of g-DCF. We will define the notion of a

prolongation of a variety V, which will generalize the cases of V x °V and T°V .
Recall that we have a functor:

T : Alg, — Algy
such that:
o for all R, S € Algy:

Homag, (7(S), R) «— Homayg, (S, R[¢]).
o for any V € AfVarg, we have:
T(V)=K[TV].
Similarly, in the case of a differential field (K, d), there is a functor:
T?: Alg, — Algy
such that:
o for all R, S € Algy,:

Homag,. (7°(S), R) «— Homayg,. (S, R[¢]).
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o for any V € AfVarg, we have:
To(V) = K[T°V].

Assume now that g = Spec(H), where H is a Hopf algebra over k, which is finite-
dimensional as a vector space over k. Assume that K is a g-field that is there is a
coaction 0 : K — K ®; H of H on K. We want to define a functor:

Alg, — Algy,

which will “control” the extensions of ¢ to k-algebra maps ¢’ : R - R ®y H (coaction
conditions are not important yet!) in a similar way as the twisted ring of dual numbers
functor “controlled” the derivations on K-algebras extending a given derivation on K.

Definition 15.4. Let R € Alg,. By R ®Z H, we denote the ring R ®; H with the
K-algebra structure given by the following composition:

0 'Rid gy

K K®p H Ry H,

where ¢ : K — R is the K-algebra structure map.

It is clear that the K-algebra R ®Z H “controls” the extensions of ¢ to k-algebra
maps ¢ : R —> R®;, H.

We have the following general result. Instead of giving the proof, we only mention that
the proof uses Weil restriction mentioned in Example [14.9(4) (left-adjoint to extension
of scalars). The proof of the existence of Weil restriction is similar to the construction
of the algebraic tangent bundle.

Theorem 15.5 (Moosa-Scanlon). Let k, g, K, be as above.

(1) There is a functor:
V7 : AfVarg — AfVarg
such that for all V € AfVarg and R € Algy, we have the following natural
bijection:
VV(R) «— V (R®{ H).
(2) We have a map (not coming from a morphism!):
ov : V(K) — VV(K)
given on coordinates by
0 (657(a),. ... 05 a).

where V< A" and m = dimy H.
(3) There is a functor:
Ap: Algy — Algy,,
which is left-adjoint to the functor R — R ®Z H and such that for all V €
AfVarg we have:

A(K[V]) = K[V°V].

Example 15.6. Some particular examples of prolongations are below.
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(1) If G is a finite group, H = k% and K is a G-field, then:
Vv =Sy =]V
geG
(2) If g = a9 and (K, @) is an as-field, then:
VoV =T1.

(3) If g = apn and (K, 0) is an ayn-field, then V2V is the “twisted p"th arc space”,
where arc spaces may be though of as “higher tangent bundles” (some people
also use the name “jet space” in this context).

So far, the Hopf algebra structure on H was not used. It is used for the proof of the
following nest result. We skip this proof, which is purely categorical.

Theorem 15.7. There is a natural map:
A V0 — Vo VY
such that for all K-varieties V', the morphism
Ay VIV — V7 (VOV)
induces a g-ring structure on K[V7V].

Remark 15.8. (1) The comments from Remark about monads/comonads ap-
ply also in this more general situation.
(2) The natural map Ay may be given in coordinates using the structure constants
of the cooperation on H (see Definition |12.4)) in the following way:

m ..

p— 17]
Av(zl, .. xy) = E ¢’ 1 ,
1,j<m

=1

where m = dimy, H.
(3) In the particular case of g = ag, we see from Item (2) above that the formula
for Ay from Lemma fits to the general case from Theorem [I5.5]

15.3. Axiomatization and properties of g-DCF. We still have a fixed finite group
scheme g over a field k. For any g-field (K, ) and a K-variety V, we also have the
notion of a prolongation V°V as in the previous subsection. We can finally state the
axioms of a model companion of the theory g-DF, which was our aim for quite some
time. They have exactly the same form as the geometric axioms for the theory as-DCF
discussed in Section [15.11

Axioms of g-DCF
For any pair of K-irreducible K-varieties (V, W), IF

o« W C VV),
e the projection map W — V' is dominant,
e we have (the iterativity condition):

Av(W) € VO(W);
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THEN there is a € V(K) such that dy(a) € W(K).

The proof of the following main theorem is basically the same as the proof of The-
orem or the proof of Theorem [8.4 and we skip it.

Theorem 15.9. A g-field (K, 0) is existentially closed if and only if (K, 0) = g— DCF.

Before presenting the model-theoretic properties of the theory g-DCF (there will not
be any time for proofs), we give some structural results about finite group schemes.
These results also fit nicely into the (rather short) history of the model-theoretic ap-
proach to such actions.

It is a classical result that g fits into the following short exact sequence of finite group
schemes:

1—g’ —g— g — 1,
(it splits for a perfect k) where:

(1) the finite group scheme g° is connected, that is: the corresponding Hopf algebra
has no non-trivial idempotents;
(2) the finite group scheme g is étale, that is: the corresponding Hopf algebra is
reduced (no non-zero nilpotent elements).
Another classical result says that if char(k) = 0, then any connected finite group scheme
is trivial (that is: it coincides with Spec(k)). In other words: if char(k) = 0, then the
finite group scheme g is étale.
We know that the finite group scheme «,,» is connected. The model theory of actions
on fields of some types of connected group schemes was studied in the paper:

Hoffmann, Kowalski: “Existentially closed fields with G-derivations”, Journal of the
London Mathematical Society.

Finite constant group schemes (i.e. those of the form Spec(k®)) are étale. More gener-
ally, a finite group scheme is étale if and only if it is a constant group scheme after a
base field extension k € k'

Example 15.10. The finite group scheme (3rd roots of unity over reals):
us R : Algr — Gps, psr(R) ={reR| =1}

is étale and non-constant: it becomes the constant group scheme Spec(C®?) after the
base field extension R < C.

Actions of non-constant étale finite group schemes are a bit mysterious. The model
theory of actions of finite groups (equivalently: of constant group schemes) on fields
was studied in the paper:

Hoffmann, Kowalski: “Existentially closed fields with finite group actions”, Journal
of Mathematical Logic.

The results about the theory g-DCF generalizing the connected case and étale case
are from the recent preprint:
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Hoffmann, Kowalski: “Model theory of fields with finite group scheme actions”.

The main results of this last paper are listed below.

(1) The theory g-DF has a model companion, which is denoted by g-DCF (discussed
above).

(2) The theory g-DCF is simple. If both g° and fge; are non-trivial, then it is
strictly simple, that is: simple, not stable, and not supersimple.

(3) The theory of actions of a fixed finite group G on fields of fixed characteristic
p > 0 and of finite imperfection degree e has a model companion, which is
bi-interpretable (after adding finitely many constants) with the theory g-DCF,
where:

g := ker (Frge) x Spec ((IFP)G) .
If G is non-trivial, then this theory is strictly simple.

To finish the entire lecture, we briefly discuss Items (2) and (3) above.
Let (R, 0) be a g-ring, so 0 : R > RQy H.

Definition 15.11. We denote by R® the ring of constants of (R, d), that is:
RY:={reR|dr)=r®1}.

Example 15.12. We give two examples of rings of constants.

o If g = Spec(k®), then R? = RC.
o If g =y, then

R*=RY:={reR|d(r)=0} 2R,
where d = 01 is a p-nilpotent derivation on R defining 0.

Remark 15.13. We still assume that (R, d) is a g-ring.

e It is known that the ring extension R? € R is integral.

e The extension R® € R need not be finite, that is R is not necessarily a finitely
generated R%-module.

e There is a Noetherian domain R with an action of the group Cs such that R2
is not Noetherian and R is not a finite R“2-module.

e We showed that if K = R is a field, then the field extension K% € K is finite
and of degree bounded by dimy H, as in the case of group actions. It is hard to
believe that this result is new, but we were unable to find it in the literature.

Using the last result, we get (similarly as in the case of G-TCF) that each model of
the theory g-DCF is bi-intepretable with the pure field of constants. Therefore, to show
the simplicity of the theory g-DCF, it is enough to show the simplicity of the theory of
the pure field of constants. This is done similarly as in the G-TFC case:

o first we show that the field of constants is PAC (relatively easy);

e then we show that it is bounded, which is enough for the simplicity by the known
results about the model theory of PAC fields (boundedness is more difficult than
in the G-TCF case, since the extension K% € K is often neither normal nor
separable).
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The above concludes the discussion about Item (2).
Regarding Item (3), let e be a positive integer, p be a prime, and SF, . be the theory
of fields of characteristic p and imperfection degree e, that is:

[K : K] = p“.
Let G be a finite group and:
g := ker (Frge) x Spec ((IFP)G) .
We showed the following.

Theorem 15.14. After adding finitely many constants, the theory g—DF is bi-interpretable
with the theory of actions of the group G on models of SF, ..

The above theorem implies the following.

Corollary 15.15. A model companion of the theory of actions of the group G on models
of SFpe exists, it is strictly simple and (after adding finitely many constants) it is bi-
interpretable with the theory g — DCF.



96

FIGURE 1.
elcn"csov:, . XGC

° X
Lbf—v: €= S5 L‘x (Y)= H°""(X'Y)) We"fo St b élﬂ} Hom(Y, X).
Houw do +he ‘uwc'l'ol's qu W act on w-orfhisws :

Y\ Z¢€
l-d #ZY—? 2 h(‘” ,‘*
e - = wr(X Z)
bk i ()(Y)4 h () =—>h, (Z2)=He
iw wh,wﬂ e ow

l X ® 7‘]’ —&m
o Y4 z_,) Z
f L,(G)M—{'(‘f \> Set [l (1) 225 h, (Z)_,-sln (z')
froe), (o) =(top)op == g% (e M-f plu)= (1, 19) =
= (f; o -r 3[?) "=‘5 (-fl °1€ = Iy_ 6 f* [+ meaus
red Cowo-IrL;o- h’Y ( ( 12)
“('—E—B\{ N 7 So (.Jyh .A.,,ov,,,,u
() = How H,X),\/—["m:fi HOW(Z(X)shX(Z)9Lf:Z—’>X

as WOV( WC ?

ZoX (e Y =p)

tiouc
$o NB th calenlatio
2 \{q) Jef o4:



97

FiGURE 2.

([J) Js a Jroup éF‘f:-:I—“—“iéY"‘L‘
b seA® 5 st WE(Y) = Hou (Y G) ) ©

F—’ — R[it hes +he ﬁ.“owfur
yeyY wup s fuuctue

VIEY =6 (4400 1= ). viy) 6
How ok m.,rh,m_z I
Y52 /) Houly, c)ez)—;#”w(z AKX A: ,fJKZ:E”Z

[BE(e Y)Y = [ ¥) o ()= (9-w) (£ ()= Lprecy)) w;-
= P0G) pri) = [0 FIONNG) [T B 6

a ho wow o,
w 6

‘u-up o rcvo~+l0“ v




98

‘LG,/U\,E
group object i € Ye€@
W6 Eof — Set WO(Y) = Home (1,6)

L__/_____.J

. e
/U-‘ 6)( G —™ G L/c will descrile o ln'l'(ﬁ"‘d

groes structure heve.

How o (7, 6) x How (¥, 6) How, (Y, 66)

St e o e

e:x—( %L&:hw S Hom, fY ‘)

"r How (Y, w)-{;ﬁ —> Hom (Y, 5) 3 e*lv) “/:f:i:'j,
o h,(e) Ll ehe.




99

FiGURE 4.

+;AL=/A"‘A4_‘3A4 ':Aﬁ_7A4 O-'¥-—3A4
(a.b) FDatb a+—-a i (0)= 105 )
x) K[x)-
K LAY = KExx1z KTx1 e KIX], um] KQ[M

#\-A-«; sz_—'s/le)(

¥ KA — KA = K, %1 2 kixTe KX
pe R Seya oy AP S A K

(R, X, s
KUY =PI X) ey o %1 Fnee)

(’\/®4+7 ‘
¥, KIxD— @X
b +7: KX — Kixle e Hopl olgeten

Uopd = X > Xeq41e X Coadelitio b,
1.W.c~|u‘< (X@/h/t QX\®4+ (0asso q'pﬂul}f Jl'ajmw‘ ¥
o KX + (161)e X s Yo+ 18X
KT e RIRIOKIE 12— (¥ ] @ KT¥]
N

. ® +*‘
X® (1) =18 (Xol+1oX I\,Jm_ r

(\‘K[XJ@M[K]»%"——"‘ ib(,j’/\x
Xeli1e X S Siuplefop

OF : KI(x3 — K] =
G”“:K[xj—w( v (/Xl——-%o




100

FIiGURE 5.

C=27I[xy-1)
l}('l' —) C /A-' C’ C———? C
T — (x,x") [[x,,r,"),(x“x;")) — (x, %, x. ;)
Y S (x,x") P& x) e (1)=4(4,1)}
' KLc] = KXY = KX '%]
\/ %A)XM,

KLCCwCIE kLB, Wrc % ]
“ thx\’/qug\p(cx//x];’KEX,.X,.&.xz
CoTVX IR

»”

: cl1— KCcxC
Ktrl):f, ]Cvc/“>C fs K o ( - )
- 2 (qu.xJ’),[y,,x,"))/_-’-f—)()(n)f,.Y«Yz)'—31'pI:xz.DCre

S0 = (X, X X) e FXOX, U@ )
PRICIEDC-D SENA ¢ O R S A¥(x)= 4

/M




g,hkeG
6xG > 6

FIGURE 6.

101



102

FiGURE 7.

R o kC 2 Rolaks Vb QeAd(R)
id r)= v
I 5 Tni ko 72(v) %38()@2;:2
r € R > Rok /l il
v w )
}3?;)3(»')@(% Z,0%) | % (23,09 ’)”h)@i

1 I

2L,
9 (WeLBY — Z_Q,‘(:J‘j (v)®7%®
M P

wi xe d Co::ssooiaﬁ"'.h} O'F G

{\
\I/ Wi xe o ussoc:’«’n‘w'*ly)
Vhkel ghk: gho'.)k (of grovp action
From +he coadiom 1 R— R(?uké of kGOh R
we gpof "Q"alfA wiaps [DJ:RHR)?EG
sr.w'mi; « Widp Gx R i"r\D
(g,r) — 93 Q)
An.P Lhe coamrF auned  wmiXxed Coatsecia }L'.W'}y

‘Oun g .Sa.tﬂ e}‘dc"","j ‘{ba."' \]V ]'y @  Jrowp Qala'nb

nel ¢ +i
co (et G on e by K-alyebio c.a..'f‘om.,.-'al’)):f‘m-f' ).



103

FiGURE 8.

?7:R—> R Fle] E’[U:IE’[%f";
FrieR ’am=za-m@£°.

9[r+r) Z 9 (rfrl)®£ |
Z,D(rlas +z;> (e € Z(Mu-?frl@i

I(r)rdL¥) =
D caddy bive < = VJ D‘- -3 'ane
ry- [“"’
20nr0) < T 20671

9(r19(.. (ng@z!)(ZQ () @ £ )
_ :D (~)9, () @ £
—Z(T—HQ[W’]D[*}QE

J'I‘ =1

<= 9 (rr)—Z:D('\D{'

g: IMIAU‘t'PL(C.q-Fl'Vc -’. oy



104

FIGURE 9.
VEA'
)\ : (AMJ‘J '__D(Anj4 )\[Vu“"' ({v,v')l[v'l 0)_)
Hc have 1, check -Hnof :'f_ VGA“ [ QOQ =O,
awed char (K172 fhen ! ;
\NCTV) © TocTv) SEALR \

r———"’_’—,
For s-'wlffd'cn"fy We aSfume lhat \/’Z(‘ﬁ) -ﬁev

feke(nIx], so TV=TV oud T2(T?v)= T(TY)
(WQ‘“ dascuss the feue“[ case 1[6- KIxJ whioh ures prs 'gw‘)
oy TV=20880  Teren =247, 8) b

erlxtj — kTXlX'. 'X' |>(|}
Y —>'Y Xl—\’X,X"”'a'X

fevv'), w' o)l 1 deuvation

A{H : 'ﬁ' ((w '), (V',Ci|‘io

f'= > 2 % RN

e ——

F—’_)

I _ | ¢ ! 9 !
ek T X
L [(V.V'I, (b'cof)

] O afber eu..l-.——f-;-y- .

= X)X - Z M xox -
? ( d X X; j - <) IX X, e
P , J'f oyl e XX
= ZI 3)({3)(6-) Xo' Xr.' t Z(: IX; IX, I( ¢ gt =
O (= chav=2 ] ! Lv‘;' VJ.' + \/J_' Vz.'f f 0
(TX“)“= w2 X" 0] afde ' z,

(zeverad case
22 SCERETY [
(P gt (0 0, T 1)




	1. Introduction and model theory of fields
	1.1. Model theory of pure fields

	2. Model companion and model-theoretic set-up for group actions
	2.1. Model companion
	2.2. Model-theoretic set-up for group actions on fields

	3. Finite Galois theory and actions of finite groups
	3.1. Finite Galois theory
	3.2. Actions of finite groups

	4. Infinite Galois theory
	5. Frattini covers and existentially closed G-fields
	5.1. Galois correspondence for the absolute Galois group of Fp
	5.2. G-closed fields and Frattini covers

	6. PAC fields and existentially closed G-fields
	6.1. Pseudo algebraically closed fields
	6.2. Galois-theoretic description of e.c. G-fields

	7. Universal Frattini covers and axioms of ACFA
	7.1. Universal Frattini covers
	7.2. Axioms of ACFA

	8. Geometric axioms and model-theoretic properties of G-TCF
	8.1. Geometric axioms of G-TCF
	8.2. Model-theoretic properties of G-TCF

	9. Introduction to Category Theory
	9.1. Categories
	9.2. Functors

	10. Group objects and cogroup objects
	10.1. Natural transformations and representable functors
	10.2. Products and group objects
	10.3. Coproducts and cogroup objects

	11. Hopf algebras and group schemes
	11.1. Equivalence of categories
	11.2. Hopf algebras and affine group schemes

	12. Actions of finite group schemes
	12.1. More examples and structure constants
	12.2. Hopf algebra coactions

	13. Actions of finite group schemes: model theoretical set-up
	13.1. Actions of finite group schemes: language and theory
	13.2. The theory of existentially closed differential fields

	14. Geometric axioms in differential context
	15. The theory g-DCF
	15.1. The theory 1-DCF2
	15.2. Prolongations
	15.3. Axiomatization and properties of g-DCF


