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\[ \varphi \triangleright_T \psi \text{ stands for} \]

\[ T + \varphi \triangleright T + \psi \]

We are interested in the interpretability logic of a theory \( T \):

The set of all model propositional logical formulas in the language \( \Box, \triangleright \) which are true regardless how you interpret the variables as arithmetical sentences

Of course, reading \( \triangleright \) as \( \triangleright_T \), etc.

Example: \( (\varphi \triangleright \psi) \land (\psi \triangleright \chi) \rightarrow (\varphi \triangleright \chi) \)
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When $T$ is reflexive, we have access to Montagnà’s Principle:
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$$(\alpha \triangleright_{\text{PRA}} \beta) \rightarrow ((\alpha \land \Box \gamma) \triangleright_{\text{PRA}} (\beta \land \Box \gamma))$$
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$Z \ (A \triangleright B) \land (B \triangleright A) \rightarrow (A \triangleright (A \land B))$ for $A$ and $B$ in $\text{ED}_2$
\[ Z \ (A \triangleright B) \land (B \triangleright A) \rightarrow (A \triangleright (A \land B)) \] for \( A \) and \( B \) in \( \text{ED}_2 \)

\[ \text{ED}_2 \ := \ \Box A \mid \neg \text{ED}_2 \mid \text{ED}_2 \land \text{ED}_2 \mid \text{ED}_2 \lor \text{ED}_2 \]
Why and how study interpretability

Proof theoretic characteristics of PRA

Modal matters

Beklemishev’s principle

Zambella’s Principle

\[ Z \ (A \triangleright B) \land (B \triangleright A) \rightarrow (A \triangleright (A \land B)) \] for \( A \) and \( B \) in ED\(_2\)

\[ \text{ED}_2 := \Box A \mid \neg \text{ED}_2 \mid \text{ED}_2 \land \text{ED}_2 \mid \text{ED}_2 \lor \text{ED}_2 \]

Is this all?
The logic $\mathcal{IL}$

L1: $\Box (A \rightarrow B) \rightarrow (\Box A \rightarrow \Box B)$
L2: $\Box A \rightarrow \Box \Box A$
L3: $\Box (\Box A \rightarrow A) \rightarrow \Box A$

J1: $\Box (A \rightarrow B) \rightarrow A \triangleright B$
J2: $(A \triangleright B) \land (B \triangleright C) \rightarrow A \triangleright C$
J3: $(A \triangleright C) \land (B \triangleright C) \rightarrow A \lor B \triangleright C$
J4: $A \triangleright B \rightarrow (\Diamond A \rightarrow \Diamond B)$
J5: $\Diamond A \triangleright A$
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$\models \subseteq W \times \text{Prop}$

- $w \not\models \bot$
- $w \models A \rightarrow B$ iff $w \not\models A$ or $w \models B$
- $w \models \Box A$ iff $\forall v \ (wRv \Rightarrow v \models A)$
- $w \models A \triangleright B$ iff $\forall u \ (wRu \land u \models A \Rightarrow \exists v (uS_w v \models B))$
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Beklemishev is somewhat similar
A B-simulation on a frame is a binary relation $S$ for which the following holds.

1. $S(x, x') \rightarrow x' = x'\uparrow$

2. $S(x, x') \& xRy \rightarrow \exists y'(ySy' \land S(y, y') \land y'S_{x'} \subseteq y_{x'} \uparrow) \land \forall d, e (y'S_{x}dRe \rightarrow yRd))$
\[
\begin{align*}
\text{ES}^0_2 &:= \text{ED}_2 \\
\text{ES}^{n+1}_2 &:= \text{ES}_2^n \mid \text{ES}^{n+1}_2 \land \text{ES}^{n+1}_2 \mid \text{ES}^{n+1}_2 \lor \text{ES}^{n+1}_2 \mid \\
&\quad \neg(\text{ES}_2^n \triangleright \text{Form})
\end{align*}
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\[
\begin{align*}
\text{ES}_2^0 & := \text{ED}_2 \\
\text{ES}_2^{n+1} & := \text{ES}_2^n \mid \text{ES}_2^{n+1} \land \text{ES}_2^{n+1} \mid \text{ES}_2^{n+1} \lor \text{ES}_2^{n+1} \mid \\
& \quad \neg (\text{ES}_2^n \upharpoonright \text{Form}) \\
S_0(b, u) & := b \uparrow = u \uparrow \\
S_{n+1}(b, u) & := S_n(b, u) \land \\
& \quad \forall c \ (bRc \rightarrow \exists c' \ (uRc' \land S_n(c, c') \land \\
& \qquad cS_bc' \land c'S_u \uparrow \subseteq cS_b \uparrow))
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\]
\[ \text{ES}_2^0 := \text{ED}_2 \]
\[ \text{ES}_2^{n+1} := \text{ES}_2^n \mid \text{ES}_2^{n+1} \land \text{ES}_2^{n+1} \lor \neg (\text{ES}_2^n \triangleright \text{Form}) \]
\[ S_0(b, u) := b \uparrow = u \uparrow \]
\[ S_{n+1}(b, u) := S_n(b, u) \land \forall c \ (b Rc \rightarrow \exists c' \ (u Rc' \land S_n(c, c') \land cS_b c' \land c' S_u \cup \subseteq cS_b \uparrow)) \]

For every \( i \) we define the frame condition \( C_i \) to be
\[ \forall a, b \ (a R b \rightarrow \exists u \ (b S_a u \land S_i(b, u) \land \forall d, e \ (u S_a d R e \rightarrow b R e)) \).
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\[ \begin{align*}
\text{ES}^0_2 & := \text{ED}_2 \\
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For every \( i \) we define the frame condition \( C_i \) to be
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Theorem
A finite frame \( F \) validates all instances of Beklemishev’s principle if and only if \( \forall i \ F \models C_i \).
B \vdash Z
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▶ $B \vdash Z$

▶ $B \models Z$

▶ Frame condition Zambella?