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Abstract. As the distribulivn function (dd) of the suitably nor- 
malized general intermediate (or central) term of order statistics con- 
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1. INTRODUCTION 

Let XI,  X2, . . ., Xn be mutually independent random variables (r.v.'s) 
with common continuous d.f. F ( x )  = P ( X ,  < x). Let X,:,, r = r,, represent the 
~ t h  smallest order statistics. A rank sequence {r,) is called an intermediate rank 
and the sequence {X,:,), r = r,, is called an intermediate order statistic if 
r J n + O  or 1. 

The intermediate order statistics have many applications, e.g., in the theo- 
ry of statistics, they can be used to estimate probabilities of future extreme 
observations and to estimate tail quantiles of the underlying distribution that 
are extremes relative to the available sample size. Pickands [I71 has shown 
that intermediate order statistics of the form 

can be used in constructing consistent estimators for the shape parameter a of the 
limiting e x t r d  distribution in the parametric form G,(x) = exp(-(l-ax)l/"). 
Many authors (e.g., Teugels [21] and Mason [16]) have also found estimators 
that are based, in part, on intermediate order statistics. 

Chibisov [7] and Wu [22] both have shown that the normal and log- 
-normal distributions are possible limiting distributions for the intermediate 
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terms. Chibisov 171 considered the intermediate rank sequence (r ,) ,  which 
satisfied the limit relation (the Chibisov condition) 

for any sequence fz,) of integer values for which zn/n1-ai2 + y as n -+ m 
(0 < a < 1 and y is an arbitrary real number). Chibisov [7] showed that, when- 
ever {r,) satisfies (1.1) and there exist sequences a, > 0 and b, such that 

has a nondegenerate limit, the limiting distribution must be of the form 
N ( W  (x)), where N(.) is the standard normal distribution and W(x) has one 
and only one of the following types (up to an affine transformation of x): 

-co, XGO, 
Types I: W(fl (x) = 

Olnx, x > 0 ;  

-8lnlx1, x < 0, 
Types 11: Wf'(x)  = 

x > 0; 

Type 111: W~)(X)  = W3 (x) = x for all x, 

where 8 is some positive constant which depends only on a, I and the type of 
the d.f. F (x). Wu [22] generalized the Chibisov results for any nondecreasing 
intermediate rank sequence {r,) and proved that the only possibilities for W ( . )  
are the same types as defined by (1.2). Some emendations and complements to 
Wu [22] are done by Barakat and Ramachandran [ 6 ] .  The domains of attrac- 
tion of the limiting forms Jtr (WiB)(x)), i = 1, 2, 3, have been obtained in Chibi- 
sov [7], Wu [22], Smirnov 1201 and Balkema and de Haan [2j,[3]. However, 
it could be stated that, for many intermediate terms among those under con- 
sideration, the fields of attraction of N(W;')(x)), i = l , 2 ,  are empty. 

In this paper an interesting stability property of the intermediate order 
statistics is proved. This property is a continuation of the convergence. More 
precisely, let a, > 0 and b, be some suitable normalizing constants. Let 8* (x) 
be a monotone function which has more than two different values in a closed 
interval LC, d l .  Finally, let @,:,(a,, x + bn) + Qs* (x) as n -+ oo for all x E [ c ,  dl.  
Then 

cDnZn (a,, x + b,) 4 8 (x) = JV (w!') (x)), i E (1, 2, 31, 

where 4 stands for the weak convergence and @ (x) = @* (x) for all X E  [c, d l .  
This property for maximum (minimum) and central order statistics has been 
discussed by many authors; for example, see Gnedenko [ll], Gnedenko and 
Senussi-Bereksi [12], [I 31, Shokry [19], Galarnbos [9], [lo] and Barakat [4], [5 ] .  
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Recently, Barakat and Ramachandran [6] has extended the convergence of 
the distribution of the intermediate and central order statistics when the limit 
function @* ( x )  is assumed to be continuous and strictly increasing on a corn- 
pact interval (i.e., @* ( x )  has an uncountable number of different values in 
a compact interval). The survey paper of Rossberg [lS] stresses different points 
of the restricted convergence of order statistics and sums of independent r.v.'s. 
The main result of the present paper is Theorem 2.1 where the continuation 
property of a central irregular rank sequence, for which &(rn/n-A) + m as 
n + co, and of a general intermediate rank sequence is proved. Themethods of 
proof of Theorem 2.1 are different from the methods given in Barakat and 
Ramachandran [6]. 

Throughout this paper, for any sequence of d.f.'s {@,I, we shall use the 
notation @,(x)'% @*(XI as n+ co to denote the restricted convergence of 
@, on [c, d l .  That is, @,(x) converges to a monotone right continuous 
function @* (x) for every continuity point x E [c, d J  of @* (x). If 8, (x) 3 @* (x) 
as n + oo and p (@*) = @* ( m ) -  @*(- co) = 1, we write @, ( x )  1 @* ( x )  (weak 
convergence). Moreover, for any two integers n, and n, we write @,,!,,(x) 
= P (Xr"L:,,2 G XI. 

We make an extensive use of the Khintchine convergence theorem (Feller 
[g], p. 246) and the following almost trivial result (see Leadbetter et al. [15]). 

LEMMA 1.1. Let {u,, n 2- 1) be a sequence of real numbers and 0 < z 6 co. 
Then 

@,:, (u,) + N(z) as n + co if and only if nP (un) - rn 
+ T. 

J;; 

2. MAIN RESULT 

THEOREM 2.1. Let F ( x )  be a d$ for which there exist real constants a, > 0 
and b, such that 

where 8* is any nondecreasing (right continuous) function which has at least two 
growth points in the interval (c, d )  and the rank sequence {r,) satisfies the con- 
dition 

(A) P, --, m, where r, is nondecreasing in n and 

r jn+A=O a s n + c o  

or the condition 

(B) r,/n + A  (0 < A < I), where r, is nondecreasing in n and 
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Then @,:, (a, x + b,) Z @ (x) as n 4 oo , where @* (x) = @ (x)  for all 
XE[C, d l .  Moreouer, @ ( x )  = M(W(x)), where W(x)  takes one and only one of 
the types (1.2). (TrapasSorrnations ax + b ,  a > 0, o j  the argument are permitted for 
each type.) 

Remark  2.1. Under the condition (A), Theorem 2.1 discusses the con- 
tinuation of the convergence of the intermediate order statistics with general 
rank sequences, while under the condition (B) the theorem discusses the con- 
tinuation of the convergence of the central order statistics with some irregular 
rank sequences. In view of the results of Wu [22] and Balkema-and de Haan 
[2], [3]  the only possibilities of the limit d.f.'s of these central order statistics 
are N(Wy)(x) ) ,  i = 1 ,  2,  3, where W ! B ) ( ~ ) ,  i = l , 2 ,  3, are defined. in (1.2). 

For avoiding the complication in the proof of Theorem 2.1, we shall first 
prove it when the rank sequence satisfies the restrictive Chibisov condition (1.1) 
(the Chibisov condition implies the condition (A); see Wu [22])  and then extend 
the proof to the general case. Before giving details of the proof in Section 3, we 
first establish the following lemma. 

LEMMA 2.1. Let the rank sequence sati$y the Chibisov condition (1 .1) .  Fur- 
thermore, let (2.1) be satisfied. Then (@,:, (an x + b,)), is the sequence of stochas- 
tically bounded d&'s (for the definition see Feller [8]). 

P r o o f. To prove this lemma, it suffices to show that, for any subsequence 
(n,) such that 

where &(x) is a nondecreasing right continuous function, we must have 
6(- co) = 0 and $(a) = 1. On the other hand, in view of Lemma 1.1, (2.1) and 
(2.2) are equivalent, respectively, to 

nF (an x + bn) - rn [,,ti, 

Wn:n (an x + bn) = + IY* ( x )  as n + co 
,/;;; 

and 

where JV (iW* (x)) = @* ( x )  for all x E [c, d l ,  ~ ( @ ( x ) )  = G ( x )  for all x, 
@(x) = W* (x)  for all x E [c, dl ,  and 

Hence, to prove this lemma it suffices to show that m(-a)'= -a and 
@(a) = m. Now, for any finite real number t, (2.1) may be written as 

@n(r):n(t) (an(t) x + b,,) '2 @* ( x )  as n + ao , 
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where n(t) = n+ [ ~ a l - " ~ ~  t] (letting [ 1 denote integer part). The last limit rela- 
tion, in view of Lemma 1.1, is equivalent to 

W n e ) : n ( t )  (an(*) x + bn(t)) '2 W* (x) as n + 

On the other hand, we can write 

It is clear that {zn)  = (n(t)-a] = {[n1-a/2 t ] )  are sequences of integer values 
for which 

~ , / n l - ~ / ~ + t  as n + m .  

Therefore, we can deduce that r ,  satisfies the limit relation 

Moreover, the following limit relations can easily be verified: 

and 

Hence we get 

which, in view of Lemma 1.1, yields 

(2-3) @ ( a  x + b )  ( (x) - 1 1 - a) ) as n -+ oo . 
Therefore, applying a lemma due to Senussi-Bereksi (see Lemma 2.4 in Barakat 
[4]), by (2.1), (2.3) and (2.2) we deduce that there exist two real functions 
a( t )  > 0 and P(t) such that N(w*(x)-l(1-a)t) = ~ ( t ( c t ( t ) x + ~ ( t ) ) ) ,  i.e., 

(2.4) W h ( x ) = ~ ( a ( t ) x + / ? ( t ) ) + I ( 1 - a ) t  for all x ~ [ c , d ] .  

Now, if I?(- a) > - oo, then we have, by (2.4), W* (x) 2 @(- a)+ 1(1 -a) t 
for all arbitrary positive large values of t. Hence we deduce that W* (x) = co for 
all X E  [c, d l  (let t + a ) ,  which contradicts our assumptions. On the other 
hand, if m(m) < CQ, then we have (in view of (2.4)) W* (x) 6 @(a) f 1(1 -ol) t 
for all arbitrary negative small values of t. Consequently, we get W* (x) = - a, 
which again contradicts our assumptions. This completes the proof. H 

2 - PAMS 23.2 
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Remark  2.2. It may be possible to give a short proof of (2.4), using only 
the Khintchine's classical convergence of types theorem, by defining the fol- 
lowing sequences of truncated dl's: 

and 

where % = 6(c) = @*(c) < @*(a) = @(d) = 9 and F-'(u) = sup{x: F(x) < u )  
is the inverse of the cumulative d.f. P. Therefore, in view of (2.2) and the 
conditions of Theorem 2.1, it can be easily shown that 

Fnk:,k (ank x + b,,) 5 F"(x) as k -+ co 

and 

F,,:,, (ank(*) x + bn,(,d F* (4 as k + 03, 

where 

@* (XI-frf 
F* (x) = @*- ' (%q<~<di*-~(9) ,  Q ~ * ( x ) = J ~ T ( ~ ( x ) - I ( ~ - ~ ) ~ ) .  

9-%' ' 

Clearly, both and P* are nondegenerate. Hence, by virtue to the Khintchine's 
convergence of types theorem, we deduce that there exist two functions a (t) > 0 
and f i  (t) such that F"(a (t) x + j? (t)) = F* (x), which obviously leads to (2.4). 

3. PROOF OF THEOREM 2.1 

We now turn to the proof of Theorem 2.1 under the Chibisov condition. 
Since the proof is somewhat lengthy, we split it into several steps, some of 
which are of independent interest. 

S t e p  1. if there exist two real numbers t l < t "  such that 
-a < t l  < O <  t" < co, c<a(t")c+P(t")<d and c <  a(t')d+P(t')<d, then 
@* (c) =SO and @* (d) = 1. (This means that the convergence in (2.1) will con- 
tinue weakly to a nondegenerate d.f., and in this case the proof of the theorem 
will follow at once from the Chibisov results.) 

Proof .  If two such real numbers t' and t" exist, then, by virtue of (2.4), we 
deduce that 
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which is impossible unless W* (c) = - m or KO and W* ( d )  = - co or co. But 
the cases W* (c) = co and W* (d)  = - co are impossible because they lead to 
JV (W* (c)) = @* (c )  = 1 and J ( W *  (d))  = a* ( d )  = 0, respectively. Therefore, 
W ( c )  = -co and W* (d)  = oo, which completes the proof o f  Step 1. rn 

S tep  2. Under our assumptions (the assumptions of Lemma 2.1) it is im- 
possible to Jind 0 < t" < ca such that c < d 6 a (t") c + fl (t") and to find 
-m <t '<O such that a( t ' )d+B(t f )<c<d.  

Pro o f .  I f  two such real numbers exist, then, in view of (2.4), ye  get the 
relations 

and 

which are impossible unless m(ol (t") c + f i  (t")) = - rn or cn and @(a (t') d + P jt')) 
= - co or m. The value - m, in the preceding two cases, Ieads to @* (d)  = 0 
(in the first case we have 0 = &(- m) = g(a( t")  c + p(t")) 2 &(d) = @* ( d ) ,  
i.e., @* (d) = 0, and in the second case we have -a < w ( d )  = W* ( d )  
= - GO + Z(1- tl) t' = - CO, i.e., @* (d) = 0), which is impossible. The value a, 
in the above two cases, is also impossible because it leads to @* (c) = 1 (in the 
first case we get m 2 m(c )  = W* (c) = CYJ + l(1 -a) t" = GO, i.e., W* (c) = oo, 
while in the second case we have 1 = 6 ( K O )  = 6 (a (t') d + fl  (t')) < 6 (c) = a* (c)). 
This proves Step 2. a 

S t ep  3. Combining Steps 1 and 2, we deduce, immediately, the following 

(i) If there exists a real number 0 < t" < m such that c d a(t"jc+fl(t'), 
then 8" (c) = 0, which implies the continuation of the convergence in (2.1) to the 
left (ins., to --a). 

(ii) If there exists a real number - GO < t' < 0 such that a ( t f )  d+ /3 (t') < d ,  
then @* (d)  = 1, which implies the continuation of the convergence in (2.1) to the 
right (i.e., to a). 

(iii) If there exist two such numbers, defined above, then the convergence in 
(2.1) will continue weakly, for all x, to a nondegenerate d.$ which coincides with 
@*(x) on [c, dl. 

Moreover, in this case, the theorem will follow imrnediatelyfrorn the Chibisov 
results. 

S t ep  4. Under our conditions there exist at least two growth points xl and 
x2 in (c, d). Let us assume that xl < x2. Assume further that d < a(t) d + /3 (t)  for 
all t < 0. Then there exists t' < 0 such that 
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P r o  of. Since the limit & (x) in (2.2) is a nondegenerate d.f., it follows from 
the Chibisov results that it must be of the form ~V(w(x)).  Moreover, w(x) 
must be one of the types (1.2). Hence, using Khintchine's convergence theorem 
it is easy to prove that 

w(x) = W(or(t)x+b(t))+l(l-or)t for all t and x .  

Now, a quick check shows that P (t) is either zero or - i(1 -a) t and a (t) = ef"), 
where f (t) = - I(1 -a) t/O for the first type of (1.2), f (t) = l(l -a) t/B for the 
second type of (1.2) and f (t) = 0 for the third type of (1.2). Hence we deduce 
that a(t) and B(t) are continuous and monotonic functions of t. Let us define 
a new continuous function q, (t) = a (t) c + 8 (t). Clearly, g, (0) = c. Hence there 
exists 6 > 0 such that 

Igc(t3-gc(0)l=Ia(t3c+P(t')-cl<xl-c whenever - 6 < t 1 < 0 .  

This implies that for all -6 < t < 0 (there are infinitely many t such that 
- 8 < t < 0) we have u (t) C+ @(t) < XI, which completes the proof of Step 4. rn 

S t e p 5. Assume that far all t < 0 we have d < ol (t) d -k 8 (t). Then the con- 
vergence in (2.1) will continue weakly, for all x, to the right (i.e., for all x > d) .  

Proof.  Let F be the set of all t c 0, which satisfies the condition (3.1). 
Henceforth, we shall consider oniy the values t ET. Furthermore, let us con- 
sider the following three cases: 

(I) there exists t EF such that a(t) < 1; 
(II) there exists t ~ 9  such that a(t) = 1; 

(III) for all t E F we have a (t) > 1. 
First let us consider the case (I). Clearly, we have d < fl  (t)/(l- a (t)). Now, 

if we show that the convergence of the sequence (Qj,:, (a, x + b,)) will continue 
at the point D = (t)/(l - a  (t)), then, in view of Step 3 (ii), the convergence will 
continue, for all x, to the right (since D = ol (t) D + P(t)). Indeed, by (2.3) and 
(2.4), we have 

(3.2) @,:, (an(Il x + b,(J '3 5 (a (t) x + P (t)) as n + m . 
Put y = or (t) x + 8 (t); we get 

where c1 = a(t) c + 8 (t) and dl = a (t) d +f l  (t). In view of the facts that 
&(x) = @* (x) for all x E [c, d l  n [cl, dl] and @* (x) has more than two different 
values in the interval [c, dl n [el, dl], we can apply Lemma 2.3 of Barakat 
[4] (this lemma is originally due to Senussi-Bereksi [12]) in (2.1) and (3.3) to 
get 
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By another appeal to Lemma 2.3 of Barakat [4], all(& ( t )  and b,(,, -a,(,, p (t)/a (t)  
in (3.3) may be changed to a, and b,, respectively. Hence we get 

EiJi l  " 
@n:n(any+brJ - @ ( y )  as n+ a, 

which, in view of (2.1), leads obviously to 

@n:n(a.y+b,) 2 &fy) as n 4 cg. 

Repeating this argument N times, we get the relation 

where 

dN = aN It) d + /3 ( t )  [ I +  a ( t )  + . . . + aN- (t)]  

1 -aN (t) 
= uN ( t )d  + B ( t ) + D  as N + m .  

1 - . ( t )  

Therefore, due to the continuity of the function m(y) for all y, the proof of 
Step 5 follows in this case. 

Let us consider now the case (11). In this case, we can easily show that jl (t) 
for all t  E 9 is strictly positive. Hence, if we put y = x + j3 ( t )  in (3.21, we get 

where ci = c + f i  ( t )  and d; = d + 8 (t) .  An application of Lemma 2.3 of Barakat 
[4 ]  thus yields (using (2.1) and (3.4)) 

and bn- b n ~  + an,,) B (t) + 0 as + 

an an 

(Note that &(x) = @* ( x )  for a11 x E [c, d ] n  [c ; ,  d;] and @* ( x )  has more than 
two different values in the interval [c ,  d l  n [c;, 41.) By another appeal to 
Lemma 2.3 of Barakat [4], aMtl and bMt, - a,(*, #? ( t )  in (3.4) may be changed to 
a, and b,, respectively. Hence, we get 

which leads obviously to 

Using the last procedure N times, we deduce that 

where dk = d + N/3 (t). Therefore, when N + co, the proof in this case follows 
immediately in view of the continuity of fib) for all y and the fact that 
B(t) > 0. 
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Finally, let us consider the case (111). Clearly, in this case d -t P (t)/(tx ( t )  - 1) 
is strictly positive. Using the same procedure which was applied in the case (I), 
we can prove the relation 

@,,:,(a, y + b,) '% ~ ( J J )  as n + m , 

where 

1 - &N (t)  
d N  = aN ( t )  d + b' P(t) = d.+- B lt) [ . ( d - l ] " . ( " - m -  1-a(t)  

S h e  d + /I (t)/(a ( t )  - 1) > 0, it follows that d, -r m as N + m, which means 
that the convergence in (2.1) will continue to &(x) for all x > d (to the right). 
This completes the proof. H 

Step  6, Let tx (t) c + 8 (t) < c for all t > 0. Then there exists t" > 0 such 
that 

cl (t") c + p (tf ') < c < x2 < ( t f f )  d + /I(tl'). 

Proof.  The proof of this step is exactly the same as the proof of Step 4 
(with obvious modifications). w 

Step  7. Let a ( t )  c + p ( t )  < c.for aEI t > 0. Then the convergence in (2.1) will 
continue weakly, for all x, to the lefl. (i.e., to -a). 

Proof.  The proof of this step is exactly the same as the proof of Step 5 
(with obvious modifications). H 

Proof  of Theorem 2.1 under  the Chibisov condition. The proof 
of Theorem 2.1 in this case follows immediately by combining Lemma 2.1 and 
all Steps 1-7. rn 

Proof  of Theorem 2.1 under  the  general  condi t ions  (A) and  (B). 
The key of the extended proof consists in that, under the condition (A) or (B) 
and for any given positive real number t, there are two subsequences {n'} and 
(n") of the natural numbers such that n" > n' for all n, nrf/n' -+ b2 as n -+ m 
(1 < p, < a), and 

(see Wu 1221). Moreover, 

Therefore, repeating the first part of the proof of Lemma 2.1, by changing the 
roles of the sequences {n} and {n (t))  to (nf j  and {n"), respectively, we deduce 
that there exist two real functions al ( t)  > 0 and pl ( t )  such that 

(3.5) A W* ( t )  = w ( a l  ( t ) x  +Dl [t))- tp, for all xc [c,  d l .  
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On the other hand, repeating again the fist  part of the proof of Lemma 2.1, by 
changing the roles of the sequences (n) and ( n ( t ) )  to {n") and (n'), respectively, 
we deduce that there exist two real functions ct2(t) > 0 and f i z ( t )  such that 

(3.6) pt-l W* (t)  = W(ct, ( t )  x +p2 It))+ tpt for all x E [c ,  d l .  

Now, by applying the relation (3.5) and using the same argument as in Lem- 
ma 2.1, we can easily prove that m(- oo) = - a, while by applying the relation 
(3.6) and using the same argument, we can easily prove that w(m) = m. Fur- 
thermore, we can see that the remaining part of the extended proof is exactly the 
same as Steps 1-7 (with only the obvious modifications). By changing the roles 
of ct (t'), p (P), or (t") and f l  (t') to u1 (t'), (t'), a2 (t") and p, (t"), respectively, and 
using the relations (3.5) (the functions al ( a )  and p1 (-1) and (3.6) (the functions 
a2 ( a )  and P2 (v)),  respectively, we can prove the left and right continuation of the 
convergence. This completes the proof. s 
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