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Abstract. This paper deals with the asymptotic behavior of random os-
cillatory integrals in the presence of long-range dependence. As a byprod-
uct, we solve the corrector problem in random homogenization of one-
dimensional elliptic equations with highly oscillatory random coefficients
displaying long-range dependence, by proving convergence to stochastic in-
tegrals with respect to Hermite processes.
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1. MAIN RESULTS

1.1. Convergence of random oscillatory integrals. One of our goals in the
paper is to study, once properly normalized, the distributional convergence of some
random oscillatory integrals of the form

1∫
0

Φ[g(x/ε)]h(x) dx,(1.1)

where
• h ∈ C([0, 1]) is deterministic,
•
{
g(x)}x∈R+ is a certain centered stationary Gaussian process exhibiting

long-range correlation,
• Φ ∈ L2(R, ν) has Hermite rank m ­ 1 (with ν the standard Gaussian mea-

sure).
As we will see later, the main motivation of this study comes from the random

corrector problem studied in [4].



272 A. Lechiheb et al.

Let us first introduce the Gaussian process {g(x)}x∈R+ we will deal with
throughout all this paper. It is constructed as follows:

1. Letm ∈ N∗ be fixed, letH0 ∈
(
1− 1

2m , 1
)
, and setH = 1+m(H0− 1) ∈

(1/2, 1).
2. Fix a slowly varying function L : (0,+∞) → (0,+∞) at +∞, that is,

consider a measurable and locally bounded function L such that L(λx)/L(x)→ 1
as x→ +∞, for every λ > 0. Assume furthermore that L is bounded away from 0
and +∞ on every compact subset of (0,+∞). (See [3] for more details on slowly
varying functions.)

3. Let e : R→ R be a square-integrable function such that

(3a)
∫
R e(u)

2 du = 1;
(3b) |e(u)| ¬ CuH0−3/2L(u) for almost all u > 0 and for some absolute con-

stant C;
(3c) e(u) ∼ C0u

H0−3/2L(u), where C0 =
( ∫∞

0
(u+ u2)H0−3/2 du

)−1/2;
(3d) there exists 0 < γ < min

{
H0 −

(
1− 1

2m

)
, 1−H0

}
such that

0∫
−∞
|e(u)e(xy + u)| du = o

(
x2H0−2L(x)2

)
y2H0−2−2γ

as x→∞, uniformly in y ∈ (0, t] for each given t > 0.
4. Finally, let W be a two-sided Brownian motion.
Bearing all these ingredients in mind, we can now set, for x ∈ R+,

(1.2) g(x) :=
∞∫
−∞

e(x− ξ)dWξ.

REMARK 1.1. (i) Assumptions (3a) and 4 ensure that {g(x)}x∈R+ is a nor-
malized centered Gaussian process.

(ii) Assumption (3b) controls |e(u)| for small u, while assumption (3d) en-
sures that the “forward” contribution of e(u) is ultimately negligible due to the
following computation:

E[g(s)g(s+ x)] =
∞∫
−∞

e(s− ξ)e(s+ x− ξ) dξ =
∞∫
−∞

e(u)e(u+ x) du

=
0∫
−∞

e(u)e(u+ x) du+
∞∫
0

e(u)e(u+ x) du

= o
(
x2H0−2L(x)2

)
+ x

∞∫
0

e(xu)e(xu+ x) du.

(iii) Assumption (3c) ensures that the process {g(x)}x∈R+ exhibits the fol-
lowing asymptotic behavior:

(1.3) Rg(x) := E[g(s)g(s+ x)] ∼ x2H0−2L(x)2 as x→ +∞,

see [12], equation (2.3).
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In Section 3.1, we will show that the random integral given by (1.1) exhibits
the following asymptotic behavior as ε→ 0.

THEOREM 1.1. Let g be the centered stationary Gaussian process defined
by (1.2) and assume that Φ ∈ L2(R, ν) has Hermite rank m ­ 1. Then, for any
h ∈ C([0, 1]), the following convergence in law holds:

(1.4) M ε
h :=

1

εd(1/ε)

1∫
0

Φ[g(x/ε)]h(x) dx
ε↓0−−→M0

h :=
Vm
m!

1∫
0

h(x) dZ(x),

where Z is the mth order Hermite process defined by (2.4) below, and d(·) is
defined by

(1.5) d(x) =

√
m!

H(2H − 1)
xHL(x)m.

As we already mentioned, the fine analysis of the asymptotic behavior of (1.4)
is motivated by the random corrector problem studied in [4]; it will be described
below.

1.2. A motivating example. Theorem 1.1 appears to be especially useful and
relevant in the study of the following homogenization problem. Consider the fol-
lowing one-dimensional elliptic equation displaying random coefficients:−

d

dx

(
a(x/ε, ω)

d

dx
uε(x, ω)

)
= f(x), x ∈ (0, 1), ε > 0,

uε(0, ω) = 0, uε(1, ω) = b ∈ R.
(1.6)

In (1.6), the random potential {a(x)}x∈R+ is assumed to be a uniformly bounded,
positive1 and stationary stochastic process, whereas the data f is continuous. This
model has received a lot of interests in the literature (see, e.g., [5], pp. 13–14).

Taking strong advantage of the fact that the ambient dimension is one, it is
immediate to check that the solution to (1.6) is given explicitly by

(1.7) uε(x, ω) = cε(ω)
x∫
0

1

a(y/ε, ω)
dy −

x∫
0

F (y)

a(y/ε, ω)
dy,

where F (x) :=
∫ x

0
f(y) dy is the antiderivative of f vanishing at zero, and where

cε(ω) :=

(
b+

1∫
0

F (y)

a(y/ε, ω)
dy

)( 1∫
0

1

a(y/ε, ω)
dy

)−1
.

1That is, there exists r ∈ (0, 1) such that r ¬ a(x) ¬ r−1 for every (x, ω) ∈ R+ × Ω.
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Under suitable ergodic and stationary assumptions on a, the ergodic theorem ap-
plied to (1.7) implies that uε converges pointwise to ū as ε→ 0, where

ū(x) =
c∗x

a∗
−

x∫
0

F (y)

a∗
dy,

with c∗ := ba∗ +
∫ 1

0
F (y) dy and

a∗ :=
1

E[1/a(0)]
.

The above parameter a∗ is usually referred to as the effective diffusion coefficient
in the literature, see e.g. [10]. It is also immediately checked that ū is the unique
solution to the following deterministic equation:−

d

dx

(
a∗

d

dx
ū(x)

)
= f(x), x ∈ (0, 1),

ū(0) = 0, ū(1) = b.
(1.8)

Interested readers can refer to [2] for a recent review on models involving more
general elliptic equations.

In this work, we address to the random corrector problem for (1.6) in presence
of long-range media, that is, we analyze the behavior of the random fluctuations be-
tween uε and ū when the random potential a is obtained by means of a long-range
process (see below for the details). Taking advantage of the explicit expressions
for both (1.6) and (1.8), it is easy but crucial to observe that the random corrector
uε(x) − ū(x) can be fully expressed by means of random oscillatory integrals of
the form

(1.9)
1∫
0

[
1

a(y/ε)
− 1

a∗

]
h(y) dy

for some function h. Thus, the random corrector problem for (1.6) reduces in a
careful analysis of the asymptotic behavior of random quantities of the form (1.9)
as ε → 0. To this aim, we need to give a precise description of the form of the
process a.

Let ν denote the standard Gaussian measure on R. Every Φ ∈ L2(R, ν) admits
the series expansion

Φ =
∞∑
q=0

Vq
q!
Hq, with Vq :=

∫
R
Φ(x)Hq(x)ν(dx),(1.10)

where Hq(x) = (−1)q exp(x2/2) dq

dxq exp(−x2/2) denotes the qth Hermite poly-
nomial. Recall that the integer mΦ := inf{q ­ 0 : Vq ̸= 0} is called the Hermite
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rank of Φ (with the convention inf ∅ = +∞). For any integerm ­ 1, we define Gm

to be the collection of all square-integrable functions (with respect to the standard
Gaussian measure on R) that have Hermite rank m.

Using Theorem 1.1 as the main ingredient, we will prove the following result
about the asymptotic behaviour of the random corrector associated with (1.6).

THEOREM 1.2. Fix an integer m ­ 1 as well as two real numbers H0 ∈(
1− 1

2m , 1
)

and b ∈ R, and let {a(x)}x∈R+ be a uniformly bounded, positive and
stationary stochastic process. Assume in addition that q = {q(x)}x∈R+ given by

(1.11) q(x) =
1

a(x)
− 1

a∗
, where a∗ := 1/E[1/a(0)],

has the form

(1.12) q(x) = Φ
(
g(x)

)
,

where Φ ∈ L2(R, ν) belongs to Gm and {g(x)}x∈R+ is the Gaussian process given
by (1.2). Finally, let f : [0, 1]→ R be continuous and let us consider the solutions
uε and ū of (1.6) and (1.8) respectively. Then, for each ε > 0, the random cor-
rector uε − ū is a continuous process on [0, 1]. Moreover, we have the following
convergence in law on C([0, 1]) endowed with the supremum norm as ε→ 0:{

uε(x)− ū(x)
εd(1/ε)

}
x∈[0,1]

=⇒
{
Vm
m!

∫
R
F (x, y) dZ(y)

}
x∈[0,1]

,

where d is given by (1.5),

F (x) =
x∫
0

f(y)dy, c∗ = a∗b+
1∫
0

F (y) dy,

F (x, y) = [c∗ − F (y)]1[0,x](y) + x
(
F (y)−

1∫
0

F (z)dz − a∗b
)
1[0,1](y),

and Z is the Hermite process of order m and self-similar index

H := 1 +m(H0 − 1) ∈ (1/2, 1).

(The definition of Z is given in Theorem 2.1 below.)

Note that it is not difficult to construct a process a satisfying all the assump-
tions of Theorem 1.2. Indeed, bearing in mind the notation of Theorem 1.2, we can
write

(1.13) a(x) =

(
q(x) +

1

a∗

)−1
=

(
Φ
(
g(x)

)
+

1

a∗

)−1
.
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First, we note that since g given by (1.2) is stationary, clearly the same holds for a,
whatever the expression of Φ. Second, given any fixed a∗ > 0, we can construct a
bounded measurable function Φ ∈ G2 with ∥Φ∥∞ ¬ 1/(2a∗) as follows.

Let h1, h2 be two bounded measurable functions; then it is clear that they
belong to L2(R, ν) and admit the series expansion

h1 −
∫
R
h1 dν =

∞∑
k=1

akHk and h2 −
∫
R
h2 dν =

∞∑
k=1

bkHk,

where the coefficients ak, bk are defined in an obvious manner. Therefore, the func-
tion

Ψ := b1
(
h1 −

∫
R
h1 dν

)
− a1

(
h2 −

∫
R
h2 dν

)
is bounded and belongs to G2. Then we pick Φ = Ψ/(2a∗∥Ψ∥∞) ∈ G2. Therefore,
a(x) defined by (1.13) satisfies

0 <
2a∗

3
¬ a(x) ¬ 2a∗.(1.14)

Inductively, one can construct a bounded measurable Φ with Hermite rank m ­ 3
(by starting with two bounded functions in Gm−1) such that the process {a(x), x ∈
R} given in (1.13) satisfies (1.14).

Another possibility of constructing such a process {a(x), x ∈ R} is stated
(more explicitly) as follows: let us fix 0 < t1 < . . . < tm and consider the unique
(m+ 1)-tuple (b0, . . . , bm) satisfying

(1.15)


m∑
l=0

bl e
−ktl = 0 for all k ∈ {0, . . . ,m− 1},

m∑
l=0

bl e
−mtl = 1.

(The existence and uniqueness of a solution to (1.15) is a consequence of a Van-
dermonde determinant.) Now, consider any measurable function ψ satisfying

(1.16) 0 ¬ ψ ¬ 1

2a∗
m∑
l=0
|bl|

.

Since ψ belongs obviously to L2(R, ν), it may be expanded in Hermite polynomi-
als as ψ =

∑∞
k=0 akHk. We assume moreover that am ̸= 0. (The existence of ψ

satisfying both (1.16) and am ̸= 0 is clear by a contradiction argument.) Now, let

Φ =
m∑
l=0

blPtlψ,
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where Ptψ(x) =
∫
R ψ(e

−tx+
√
1− e−2ty)ν(dy) is the classical Ornstein–Uhlen-

beck semigroup. Due to (1.15), it is readily checked that the expansion of Φ is

Φ = amHm +
∞∑

k=m+1

{ m∑
l=0

ble
−ktl

}
akHk,

so that Φ ∈ Gm. Moreover,

∥Φ∥∞ ¬
m∑
l=0

|bl|∥Ptlψ∥∞ ¬ ∥ψ∥∞
m∑
l=0

|bl| ¬
1

2a∗
,

and a given by (1.13) is positive and bounded. So, the existence of a process a
satisfying all the assumptions of Theorem 1.2 is shown.

Theorem 1.2 should be seen as an extension of and a unified approach to the
main results of [4], and it contains these results as particular cases. More precisely,
the case where the Hermite rank of Φ is m = 1 corresponds to Theorem 2.5 in [1]
and involves the fractional Brownian motion in the limit, whereas the case where
the Hermite rank of Φ is m = 2 corresponds to Theorem 2.2 in [4] and involves
the Rosenblatt process in the limit. Also, in their last section (entitled Conclusions
and further discussion), the authors of [4] pointed out that “it is natural to ask
what would happen if the Hermite rank of Φ was greater than 2”. Our Theorem 1.2
answers this question by showing (as guessed by the authors of [4]) that, in the case
m ­ 3, the limit takes the form of an integral with respect to the Hermite process
of order m. Finally, we would like to emphasize that our Theorem 1.2, even in the
cases m = 1 and m = 2, is a strict extension of the results of [4], as we allow the
possibility to deal with a slowly varying function L. That being said, our proof of
Theorem 1.2 is exclusively based on the ideas and results contained in the seminal
paper [12] and follows the strategy developed in [4]. In higher dimension, it is
usually very hard to study the corrector theory due to the lack of the explicit form
of the solution. In the recent papers [8], [9], the authors considered the discretized
version of the corrector problem in higher dimension and were able to study the
scaling limit to some Gaussian fields. For more details, we refer the interested
readers to these two papers and the references therein.

The rest of the paper is organized as follows. In Section 2, we give some
preliminary results divided into several subsections. Section 3 contains the proof
of Theorems 1.2 and 1.1.

2. PRELIMINARY RESULTS

Throughout this section, we let all the notation and assumptions of Sections 1.1
and 1.2 prevail.
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2.1. Asymptotic behavior of the covariance function of q. For x ∈ R, set
Rq(x) = E[q(0)q(x)]. Also, recall that m is the Hermite rank of Φ. Then, pro-
ceeding in similar lines to those in Lemma 2.1 of [4], one can show that

(2.1) |Rq(x)| =
(
o(1) + V 2

m/m!
)
L(|x|)2m|x|−2(1−H)

as |x| → +∞. Here o(1) means that the term converges to zero when x→∞.
The asymptotic relation (2.1) implies the existence of some absolute constant

C satisfying

|Rq(x)| ¬ C L(|x|)2m|x|−2(1−H)(2.2)

for any x ̸= 0.

2.2. Taqqu’s theorem and convergence to the Hermite processZ. Recall d(x)
from (1.5). Its main property is that the variance of 1

d(x)

∫ x

0
Hm

(
g(y)

)
dy is asymp-

totically equal to one as x→ +∞.
The following result, due to Taqqu in 1979, is the key ingredient in our proofs.

THEOREM 2.1 ([12], Lemma 5.3). Let us assume Φ ∈ Gm and let g be given
by (1.2). Then, as T → +∞, the process

(2.3) YT (x) =
1

d(T )

Tx∫
0

Φ[g(y)] dy, x ∈ R+,

converges to (Vm/m!)Z(x) in the sense of finite-dimensional distributions, where
the mth order Hermite process Z with self-similar index H = m(H0 − 1) + 1 is
defined by

(2.4) Z(x)

= K(m,H0)
{ ∞∫
−∞

dBξ1

ξ1∫
−∞

dBξ2 . . .
ξm−1∫
−∞

dBξm

x∫
0

m∏
i=1

(s− ξi)H0−3/21(ξi<s) ds
}
,

where

K(m,H0) :=

√√√√√ m!H(2H − 1)(∞∫
0

(u+ u2)H0−3/2 du
)m

is the normalizing constant such that E[Z(1)2] = 1. (See [12], equation (1.6).)

Note that Z(x) lives in the Wiener chaos of order m, which is non-Gaussian
unless m = 1 or x = 0.
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2.3. Wiener integral with respect to Z. Let Z be given as above and let E be
the set of elementary (deterministic) functions, that is, the set of functions h of the
form

h(x) =
ℓ∑

k=1

ak1(tk,tk+1](x)

with ℓ ∈ N∗, ak ∈ R, tk < tk+1. For such h, we define the Wiener integral with
respect to Z in the usual way, as a linear functional over E :

∫
R
h(x) dZ(x) =

ℓ∑
k=1

ak[Z(tk+1)− Z(tk)].

One can easily verify that this definition is independent of choices of representation
for elementary functions. Now we introduce the space of (deterministic) integrands
for this Wiener integral:

(2.5) ΛH =
{
f : R −→ R

∣∣ ∫
R

∫
R
f(u)f(v)|u− v|2H−2 du dv < +∞

}
,

equipped with the norm

(2.6) ∥f∥2ΛH = H(2H − 1)
∫
R

∫
R
f(u)f(v)|u− v|2H−2 du dv.

When h ∈ E , it is straightforward to check the following isometry property:

E
[( ∫

R
h(x)dZ(x)

)2]
= ∥h∥2ΛH .

As a consequence, one can define the Wiener integral
∫
R f(x)dZ(x) for any f ∈

ΛH by a usual approximation procedure.
It is well known by now (thanks to [11]) that (ΛH , ∥ · ∥ΛH ) is a Hilbert space

that contains distributions in the sense of Schwartz. To overcome this problem, we
shall restrict ourselves to the proper subspace

|ΛH | =
{
f : R→ R

∣∣ ∫
R

∫
R
|f(u)f(v)||u− v|2H−2 du dv < +∞

}
equipped with the norm

∥f∥2|ΛH | = H(2H − 1)
∫
R

∫
R
|f(u)f(v)||u− v|2H−2 du dv.

We then have (see [11], Proposition 4.2)

(2.7) L1(R) ∩ L2(R) ⊂ L1/H(R) ⊂ |ΛH | ⊂ ΛH .
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Moreover, (|ΛH |, ∥ · ∥|ΛH |) is a Banach space in which the set E is dense. So for
h ∈ |ΛH |, we can define

(2.8)
∫
R
h(x) dZ(x) = lim

n→+∞

∫
R
hn(x) dZ(x),

where (hn) is any sequence of E converging to h in (|ΛH |, ∥ · ∥|ΛH |); the conver-
gence in (2.8) holds in L2(Ω

)
.

For a detailed account of this integration theory, one can refer to [7], [11].

2.4. Some facts about slowly varying functions. Let L : (0,+∞)→ (0,+∞)
be a slowly varying function at +∞ and α > 0. It is well known (see [3], Proposi-
tion 1.3.6(v)) that

xαL(x)→ +∞ and x−αL(x)→ 0

as x→ +∞. In particular, one can deduce that

lim
ε↓0

ε1−HL(1/ε)m = 0.(2.9)

The following result is known as Potter’s theorem (see [3], Theorem 1.5.6(ii)).

THEOREM 2.2. Let L : (0,+∞)→ (0,+∞) be a slowly varying function at
+∞ such that it is bounded away from 0 and +∞ on every compact subset of
(0,+∞). Then for any δ > 0 there exists some constant C = C(δ) such that

L(y)

L(x)
¬ Cmax{(x/y)δ , (y/x)δ} for any x, y ∈ (0,+∞).

3. PROOFS OF THE MAIN RESULTS

3.1. Proof of Theorem 1.1. First recall that a typical function h in E has the
form

h(x) =
n∑

ℓ=1

aℓ1(tℓ,tℓ+1](x), tℓ < tℓ+1, aℓ ∈ R, ℓ = 1, . . . , n.

For such a simple function h, we deduce from Taqqu’s theorem (Theorem 2.1) that

M ε
h =

1

εd(1/ε)

∫
R
q(x/ε)

n∑
ℓ=1

aℓ1(tℓ,tℓ+1](x) dx

=
n∑

ℓ=1

aℓ
1

d(1/ε)

( tℓ+1/ε∫
0

Φ
(
g(x)

)
dx−

tℓ/ε∫
0

Φ
(
g(x)

)
dx

)
ε→0−−−→ Vm

m!

n∑
ℓ=1

aℓ[Z(tℓ+1)− Z(tℓ)] =
Vm
m!

∫
R
h(x) dZ(x).

This proves (1.4) for simple functions h ∈ E .
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Let us now consider h ∈ C([0, 1]). It is easy to see that there exists a sequence
(hn) ⊂ E such that

lim
n→+∞

∥hn − h∥∞ = 0.

Let us fix a number ζ ∈ (0, 1) and show the convergence in L2(Ω) of M ε
hn

, uni-
formly in ε ∈ (0, ζ). First, one can write

sup
ε∈(0,ζ)

E[|M ε
hn
−M ε

h|2 ]

= sup
ε∈(0,ζ)

1

ε2d(1/ε)2
E
[∣∣ 1∫

0

q(x/ε)[hn(x)− h(x)] dx
∣∣2]

¬ ∥hn − h∥2∞ sup
ε∈(0,ζ)

1

ε2d(1/ε)2

∫
R2\D

∣∣∣∣Rq

(
y − x
ε

)∣∣∣∣ dx dy,
where D = {(x, y) ∈ [0, 1]2 : x = y} is a negligible subset of R2. By (2.2),

∣∣∣∣Rq

(
y − x
ε

)∣∣∣∣¬CstL
(∣∣∣∣y − xε

∣∣∣∣)2m∣∣∣∣y − xε
∣∣∣∣−2(1−H)

for all (x, y)∈R2\D.

Second, with β > 0 small enough such that 2mβ + 2(1−H) ∈ (0, 1), we have

(3.1) sup
ε∈(0,ζ)

1

X(ε)2

∫
[0,1]2\D

∣∣∣∣Rq

(
y − x
ε

) ∣∣∣∣ dx dy
¬ Cst sup

ε∈(0,ζ)

∫
[0,1]2\D

{
L
(
|(x− y)/ε|

)
L(1/ε)

}2m

|x− y|−2(1−H) dx dy

¬ Cst
∫

[0,1]2\D
|x− y|−2mβ−2(1−H) dx dy

< +∞,

where the second inequality follows from Theorem 2.2. It is now clear that, indeed,

(3.2) lim
n→+∞

sup
ε∈(0,ζ)

E
[
|M ε

hn
−M ε

h|2
]
= 0.

To conclude, let d(·, ·) denote any distance metrizing the convergence in distribu-
tion between real-valued random variables (for instance, the Fortet–Mourier dis-
tance). For h ∈ C([0, 1]) and (hn) ⊂ E converging to h, one can write, for any
ε > 0 and n ∈ N:

d(M ε
h,M

0
h) ¬ d(M ε

h,M
ε
hn
) + d(M ε

hn
,M0

hn
) + d(M0

hn
,M0

h).
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Fix η > 0. By (3.2), one can choose n big enough so that, for any ε ∈ (0, ζ), both
d(M ε

h,M
ε
hn
) and d(M0

hn
,M0

h) are less than η/3. It remains to choose ε > 0 small
enough so that d(M ε

hn
,M0

hn
) is less than η/3 (by (1.4) for the simple function

hn ∈ E), to conclude that (1.4) holds true for any continuous function h.

REMARK 3.1. Clearly, the above result still holds true for any function h that
is continuous except at finitely many points. Note also that the function Φ ∈ Gm is
not necessarily bounded in Theorem 1.1.

3.2. Proof of Theorem 1.2. The proof is divided into five steps. We write

X(ε) = εd(1/ε) =

√
m!

H(2H − 1)
ε1−HL(1/ε)m.

(a) Preparation. Following [4], especially identities (5.1) and (5.19) therein,
we first rewrite the rescaled corrector as follows:

uε(x)− ū(x)
X(ε)

= Uε(x) + 1

X(ε)
rε(x) +

1

X(ε)
ρε
x

a∗︸ ︷︷ ︸
=:Rε(x)

,(3.3)

where

Uε(x) = 1

X(ε)

∫
R
F (x, y)q(y/ε) dy,

rε(x) = (cε − c∗)
x∫
0

q(y/ε) dy,

and

ρε :=
a∗

1∫
0

a(y/ε)−1 dy

[(
a∗b+

1∫
0

F (y)dy
)( 1∫

0

q(y/ε) dy
)2

−
1∫
0

F (y)q(y/ε) dy
1∫
0

q(y/ε) dy
]
.

Now, let us first show the weak convergence of Uε to U in C([0, 1]) and then
prove that Rε is a remainder. To prove the first claim, we start by establishing the
f.d.d. convergence and then prove the tightness.

(b) Convergence of finite-dimensional distributions of Uε. For x1, . . . , xn ∈ R
and λ1, . . . , λn ∈ R (n ­ 1), we have

n∑
k=1

λk Uε(xk) =
1

X(ε)

∫
R

n∑
k=1

λk F (xk, y)q(y/ε) dy.
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Note that the function
∑n

k=1 λk F (xk, ·) has at most finitely many discontinuities.
Thus, Theorem 1.1 and Remark 3.1 imply that

∑n
k=1 λk U

ε(xk) converges in dis-
tribution to

∑n
k=1 λk U(xk), yielding the desired convergence of finite-dimensional

distributions.

(c) Tightness of Uε. We check Kolmogorov’s criterion ([6], Corollary 16.9).
First observe that Uε(0) = 0. Now, fix 0 ¬ u < v ¬ 1, and set F1(y) = c∗ −
F (y) and F2(y) = F (y) −

∫ 1

0
F (t) dt − a∗b, so that F (x, y) = F1(y)1[0,x](y) +

xF2(y)1[0,1](y). Then

(3.4) E
(
|Uε(u)− Uε(v)|2

)
= E

[
1

X(ε)2
∣∣ 1∫
0

1(u,v](y)q(y/ε)F1(y) dy + (v − u)
1∫
0

q(y/ε)F2(y) dy
∣∣2 ]

¬ 2

X(ε)2
E
[∣∣ 1∫

0

1(u,v](y)q(y/ε)F1(y) dy
∣∣2 + ∣∣(v − u) 1∫

0

q(y/ε)F2(y) dy
∣∣2]

¬ 2

X(ε)2

v∫
u

v∫
u

F1(x)F1(y)Rq

(
y − x
ε

)
dx dy

+
2(v − u)2

X(ε)2

1∫
0

1∫
0

F2(x)F2(y)Rq

(
y − x
ε

)
dx dy.

Note that F2 is bounded on [0, 1]. Therefore, as far as the second term in the last
inequality in (3.4) is concerned, one can write, using Potter’s theorem as in the
proof of Theorem 1.1,

(3.5) sup
ε∈(0,ζ)

∣∣∣∣(v − u)2X(ε)2

1∫
0

1∫
0

F2(x)F2(y)Rq

(
y − x
ε

)
dx dy

∣∣∣∣ ¬ Cst(v − u)2.

Now, let us consider the first term in the last inequality in (3.4). Similarly,

(3.6) sup
ε∈(0,ζ)

1

X(ε)2

∣∣∣∣ v∫
u

v∫
u

F1(x)F1(y)Rq

(
y − x
ε

)
dx dy

∣∣∣∣
¬ Cst sup

ε∈(0,ζ)

1

X(ε)2

v∫
u

v∫
u

∣∣∣∣Rq

(
y − x
ε

)∣∣∣∣dx dy (since F1 is bounded)

¬ Cst sup
ε∈(0,ζ)

1

L(1/ε)2m

v∫
u

v∫
u

L(|y − x|/ε)2m dx dy

|y − x|2(1−H)

¬ Cst
v∫
u

v∫
u

|y − x|−2(1−H)−2mβ dy dx (as in (3.1))

= Cst(v − u)2−2mβ−2(1−H).

Since 2 − 2m(1 −H0) − 2mβ > 1, this proves the tightness of (Uε)ε by means
of the usual Kolmogorov’s criterion.
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(d) Control on the remainder term Rε in (3.3). We shall prove that the pro-
cess Rε converges in probability to zero in C([0, 1]). First we claim that if G ∈
C([0, 1]), then there exists some constant C = C(G) such that

sup
x∈[0,1]

E
[( x∫

0

q(y/ε)G(y) dy
)2] ¬ C X(ε)2.(3.7)

Indeed, the same argument we used for obtaining (3.5) works here as well, so
we get

sup
x∈[0,1]

E
[( x∫

0

q(y/ε)G(y) dy
)2]

¬ ∥G∥2∞
∫

[0,1]2

∣∣Rq(|y − z|/ε)
∣∣ dy dz

¬ ∥G∥2∞X(ε)2
(

sup
ε∈(0,ζ)

1

X(ε)2

∫
[0,1]2

∣∣Rq(|y − z|/ε)
∣∣ dy dz)

¬ CstX(ε)2,

where the last inequality follows from (3.1).
Now, let us considerRε:
(i) Due to the explicit expression of ρε, it follows from (3.7), the fact that a is

bounded from below and the Cauchy–Schwarz inequalities that

E[|ρε|]

¬ Cst
{∥∥ 1∫

0

q(y/ε) dy
∥∥2
L2(Ω)

+
∥∥ 1∫

0

F (y)q(y/ε) dy
∥∥
L2(Ω)

∥∥ 1∫
0

q(y/ε) dy
∥∥
L2(Ω)

}
¬ CstX(ε)2.

(ii) Observe that

cε − c∗ = a∗
1∫
0

(
F (y)−

1∫
0

F (t) dt− ba∗
)
q(y/ε) dy + ρε

=:
1∫
0

F̂ (y)q(y/ε) dy + ρε.

Then

sup
x∈[0,1]

E[|rε(x)|] = sup
x∈[0,1]

E
[∣∣(cε − c∗) x∫

0

q(y/ε) dy
∣∣]

¬ sup
x∈[0,1]

E
[∣∣ 1∫

0

F̂ (y)q(y/ε) dy
x∫
0

q(y/ε) dy
∣∣]+ CstE[|ρε|] ¬ CstX(ε)2.
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Therefore, as ε→ 0 we have, by (2.9),

sup
x∈[0,1]

E[|Rε(x)|] ¬ CstX(ε)→ 0.

In particular, {Rε(x), x ∈ [0, 1]} converges to zero in the sense of finite-dimen-
sional distributions. Now, let us check the tightness of (Rε)ε. Note thatRε(0) = 0
and that, for 0 ¬ u < v ¬ 1,∥∥Rε(u)−Rε(v)

∥∥2
L2(Ω)

¬ 2

X(ε)2

{∥∥rε(u)− rε(v)∥∥2
L2(Ω)

+
2(u− v)2

|a∗|2
E[|ρε|2]

}
¬ 2

X(ε)2
∥∥rε(u)− rε(v)∥∥2

L2(Ω)

+ Cst
(u− v)2

X(ε)2
E[|ρε|] (since ρε is uniformly bounded)

¬ 2

X(ε)2
∥∥rε(u)− rε(v)∥∥2

L2(Ω)
+ Cst(u− v)2 (by point (i) above)

¬ Cst
1

X(ε)2

∫
[u,v]2

∣∣R((y − z)/ε)∣∣ dy dz
+ Cst(u− v)2 (since cε − c∗ is uniformly bounded)

¬ Cst(v − u)2−2(1−H)−2mβ + Cst(v − u)2,

where the last inequality follows from the same arguments as in (3.6). Therefore,
Rε converges in distribution to zero, as ε ↓ 0, so it converges in probability to zero.

(e) Conclusion. Combining the results of (a) to (d), we conclude the proof of
Theorem 1.2 by evoking the Slutsky lemma.
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