Abstract. We prove a Choquet-type representation and uniqueness theorem for noncompact convex sets of transition kernels between a measurable space and a separable metrizable Radon space. Applications to sets of equivariant kernels and kernels with prescribed values are given. Furthermore, in the framework of statistical decision theory the representation is applied to sets of decision rules.

1. Introduction. Let \((X, \mathcal{B}(X), \mu)\) be a probability space and let \(Y\) be a separable metrizable Radon space equipped with its Borel \(\sigma\)-algebra \(\mathcal{B}(Y)\). We will address ourselves to the study of topological and geometrical properties of sets of transition kernels from \(X\) to \(Y\). Our main goal is to give a Choquet-type integral representation in closed convex sets \(\mathcal{D}\) of kernels (Section 2). To this end the set of all kernels is embedded in a locally convex space of bilinear forms on \(L^1(\mu) \times C(Y)\). Then each kernel \(\delta \in \mathcal{D}\) is the barycenter of a probability measure \(\varrho\) on the extreme boundary \(\text{ex } \mathcal{D}\) and

\[
\int_{\mathcal{D}} \varepsilon_x \otimes \delta(x) \, d\mu(x) = \int_{\text{ex } \mathcal{D}} \varepsilon_x \otimes \varrho(x) \, d\mu(x) \, d\varrho(\varrho)
\]

holds. In particular, \(\text{ex } \mathcal{D} \neq \emptyset\) if \(\mathcal{D} \neq \emptyset\). Conversely, the barycenter of each probability measure on \(\mathcal{D}\) is contained in \(\mathcal{D}\) (Theorem 2.5). Such results are known for the case where \(\mathcal{D}\) is the set of all kernels (see the classical paper of Wald and Wolfowitz [23] and [1], [11], [12], [20]). Related results for special sets of kernels occur in [25-28]. In Section 3 it is shown that the extreme boundary of the sets in question is measurable (Proposition 3.2) and an analogue of Choquet’s uniqueness theorem holds provided \(L^1(\mu)\) is separable (Theorem 3.3).

In Section 4 the above representation is applied to the set of all transition kernels which are equivariant with respect to the action of a group. The results of this section, except for Theorem 4.1, specify indications of Ferguson ([7], Chap. 4.2).
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The representation applied to sets of kernels with prescribed values yields an extension of Strassen's ([22], Theorem 3) generalization of the Blackwell–Stein–Sherman–Cartier theorem (Corollary 5.2). In a statistical framework the representation also implies that the risk function of a decision rule, equivariant rule, Bayes rule is a mixture of the risk functions of nonrandomized rules, nonrandomized equivariant rules, nonrandomized Bayes rules, respectively (Section 5).

Now we fix some notations and recall some definitions. Let \((X, \mathcal{B}(X))\) and \((Y, \mathcal{B}(Y))\) be measurable spaces. If \(Y\) is a topological space, then \(\mathcal{B}(Y)\) denotes its Borel \(\sigma\)-algebra. \(X \times Y\) is always equipped with the product \(\sigma\)-algebra \(\mathcal{B}(X) \otimes \mathcal{B}(Y)\). Let \(M(Y)\) be the space of all signed finite measures on \(\mathcal{B}(Y)\) and \(M^+(Y)\) the subset of all probability measures on \(\mathcal{B}(Y)\). \(M^+(Y)\) is equipped with the \(\sigma\)-algebra \(\Sigma(M^+(Y))\) generated by the functions \(\{Q \mapsto Q(C): C \in \mathcal{B}(Y)\}\). A transition kernel \(\delta\) from \(X\) to \(Y\) is a measurable map \(\delta: X \rightarrow M^+(Y)\). We denote by \(\mathcal{M}\) the set of all transition kernels from \(X\) to \(Y\) and by \(\mathcal{N}\) the subset of all kernels \(x \mapsto \delta_{\varphi(x)}\) arising from measurable maps \(\varphi: X \rightarrow Y\). \(\varepsilon_y\) is the point measure at \(y \in Y\). If \((Z, \mathcal{B}(Z))\) is another measurable space, \(\mathcal{M}^Z\) is the set of all kernels from \(X\) to \(Z\). For each \(v \in M(X)\) and \(\delta \in \mathcal{M}\) let \(v \otimes \delta\) denote the mixture \(\int_X v(x) \delta(x) dx\) in \(M(X \times Y)\), and \(v(\delta)\) the mixture \(\int_X \delta(x) dv(x)\) in \(M(Y)\). If \(P \in M^+(X)\), denote by \(P_*\) the inner measure formed from \(P\). \(\mathcal{B}(X)_u\) stands for the universal completion of \(\mathcal{B}(X)\).

A separable metrizable space is universally measurable (u.m.) if it is universally Borel measurable in its completion with respect to some and hence any metric defining the topology. It is well known that a separable metrizable space is u.m. if and only if it is a Radon space. A measurable space is u.m. if it is isomorphic to a separable metrizable u.m. space with its Borel \(\sigma\)-algebra. A Hausdorff topological space is Souslin if it is the continuous image of a Polish space; it is Lusin if it is the continuous injective image of a Polish space. A measurable space is Souslin if it is isomorphic to a Souslin topological space with its Borel \(\sigma\)-algebra. Every Souslin measurable space is u.m. ([8], III. 2.3, and [21], p. 124, Corollary 1). Note that there are Hausdorff topological spaces \(Y\) such that the measurable space \((Y, \mathcal{B}(Y))\) is Souslin without the topology being Souslin ([4], p. 9).

2. Integral representation and measure convexity. Fix a nonempty subset \(\Psi\) of \(M^+(X)\). We denote by \(L(\Psi)\) the band generated by \(\Psi\) in \(M(X)\). Subsets \(\mathcal{D}\) of \(\mathcal{M}\) are always equipped with the \(\sigma\)-algebra \(\Sigma(\mathcal{D})\) generated by the functions \(\{\delta \mapsto v(\delta)(C): v \in L(\Psi), C \in \mathcal{B}(Y)\}\). Note that \(\Sigma(\mathcal{D}) = \mathcal{D} \cap \Sigma(\mathcal{M})\) holds. By the monotone class theorem, \(\Sigma(\mathcal{D})\) is also generated by the functions

\[
\{\delta \mapsto \int_{X \times Y} udv \otimes \delta: v \in L(\Psi), u \in \mathcal{B}(X \times Y)\},
\]
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where $B(X \times Y)$ denotes the space of all bounded measurable real-valued functions on $X \times Y$. A transition kernel $\delta \in \mathcal{M}$ is said to be represented by $\varrho \in M_+^1(\mathcal{D})$, $\mathcal{D} \subset \mathcal{M}$, if

$$P \otimes \delta = \int_{\mathcal{D}} P \otimes \varrho d\varrho(\varphi) \quad \text{for every } P \in M_+^1(X) \cap L(\Psi).$$

A convex subset $\mathcal{D}$ of $\mathcal{M}$ is said to have the integral representation property if for each kernel $\delta \in \mathcal{D}$ there is a measure $\varrho \in M_+^1(\mathcal{D})$ which represents $\delta$. For $\mathcal{M}$ we obviously obtain $\text{ex } \mathcal{M} = \mathcal{N}$ provided $\mathcal{B}(Y)$ is countably generated and contains singletons. A subset $\mathcal{D}$ of $\mathcal{M}$ is called measure convex if for each $\varrho \in M_+^1(\mathcal{D})$ there is a kernel $\delta \in \mathcal{D}$ which is represented by $\varrho$.

The following proposition is an immediate consequence of Kirschner's [12] extension to Souslin topological spaces of a result of Wald and Wolfowitz [23] on randomization in statistics. It will be needed in Section 4.

**Proposition 2.1.** Let $(Y, \mathcal{B}(Y))$ be a Souslin measurable space. Then $\mathcal{M}$ has the integral representation property.

**Proof.** Let $\delta \in \mathcal{M}$. Since $Y$ can be equipped with a Souslin topology compatible with the given measurable structure, there is a measure $\varrho \in M_+^1(\mathcal{N})$ such that

$$v(\delta) = \int_{\mathcal{N}} v(\varphi) d\varrho(\varphi) \quad \text{for every } v \in L(\Psi)$$

(Kirschner [12]). Then

$$P \otimes \delta(A \times C) = \int_{\mathcal{N}} P \otimes \varrho(A \times C) d\varrho(\varphi)$$

for every $P \in M_+^1(X) \cap L(\Psi)$, $A \in \mathcal{B}(X)$, and $C \in \mathcal{B}(Y)$, because $P(A \cap \cdot \cdot \cdot) \in L(\Psi)$. This yields $P \otimes \delta = \int_{\mathcal{N}} P \otimes \varrho d\varrho(\varphi)$. So $\delta$ is represented by $\varrho$.

It would be interesting to know whether $\mathcal{M}$ is measure convex for arbitrary sets $\Psi$.

For the rest of this section we assume $\Psi = \{\mu\}$ for some probability measure $\mu$ on $\mathcal{B}(X)$. Then by the Radon-Nikodym theorem, $L(\Psi) = \{f \cdot \mu: f \in L^1(\mu)\}$, where $f \cdot \mu(A) = \int_A f d\mu$ for every $A \in \mathcal{B}(X)$. Let us identify transition kernels that differ only on a $\mu$-null set. This corresponds to considering the set $\mathcal{M}(\mu)$ of all equivalence classes of kernels from $X$ to $Y$. For $\mathcal{D} \subset \mathcal{M}$ let $\mathcal{D}(\mu)$ be the members of $\mathcal{M}(\mu)$ which contains a representant in $\mathcal{D}$. Generally, we will not distinguish in our notation between equivalence classes and their representants. It is not hard to verify that $\text{ex } \mathcal{M}(\mu) = \mathcal{N}(\mu)$ holds provided $\mathcal{B}(Y)$ is countably generated and contains singletons.

Now suppose that $Y$ is a separable metrizable space or a completely regular Souslin space. Since $\mathcal{B}(Y)$ is countably generated and coincides with
the Baire \( \sigma \)-algebra on \( Y \) ([8], III.2.1), the map from \( \mathcal{M}(\mu) \) to the space \( B(L^1(\mu), C(Y)) \) of all continuous bilinear forms on \( L^1(\mu) \times C(Y) \), defined by

\[
\delta \mapsto (f, k) \mapsto \int_Y kdf \cdot \mu(\delta),
\]

is injective, where \( C(Y) \) is the space of all bounded continuous real-valued functions on \( Y \). We thus can identify \( \mathcal{M}(\mu) \) with a subset of \( B(L^1(\mu), C(Y)) \). The locally convex Hausdorff topology \( \sigma(B(L^1(\mu), C(Y)), L^1(\mu) \otimes C(Y)) \) on \( B(L^1(\mu), C(Y)) \) and the induced topology on any subset of \( \mathcal{M}(\mu) \) will be denoted by \( \tau(Y) \) or, simply by \( \tau \).

**Lemma 2.2.** \( \Sigma(\mathcal{D}) \) is generated by \( \{u|\mathcal{D}: u \in B(L^1(\mu), C(Y)), \tau\} \) for every \( \mathcal{D} \in \mathcal{M}(\mu) \).

**Proof.** Let \( \Sigma_0(\mathcal{D}) \) denote the \( \sigma \)-algebra on \( \mathcal{D} \) generated by the \( \tau \)-continuous linear functionals. Since \( \Sigma(\mathcal{D}) \) is obviously generated by the functions

\[
\{\delta \mapsto \int_Y kdf \cdot \mu(\delta): f \in L^1(\mu), k \in B(Y)\},
\]

we have \( \Sigma_0(\mathcal{D}) \subset \Sigma(\mathcal{D}) \). To prove the converse inclusion, let \( f \in L^1(\mu) \) and

\[
V = \{k \in B(Y): \delta \mapsto \int_Y kdf \cdot \mu(\delta) \text{ is } \Sigma_0(\mathcal{D})\text{-measurable}\}.
\]

Then \( V \) is a vector space which contains \( C(Y) \) and is closed under bounded monotone convergence. By the functional form of the monotone class theorem ([5], p. 15), this implies \( V = B(Y) \) and hence \( \Sigma(\mathcal{D}) \subset \Sigma_0(\mathcal{D}) \).

The proof of the following lemma is left to the reader.

**Lemma 2.3.** Let \( \mathcal{D} \subset \mathcal{M}(\mu) \), \( \delta \in \mathcal{M}(\mu) \), and \( \varrho \in \mathcal{M}^1(\mathcal{D}) \). Then the following statements are equivalent:

(i) \( \delta \) is represented by \( \varrho \).

(ii) \( \mu \otimes \delta = \int_{\mathcal{D}} \mu \otimes \varrho d\varrho(\varrho) \).

(iii) \( \delta = \mu(\varrho) \) in \( B(L^1(\mu), C(Y)), \tau \), where \( \mu(\varrho) \) denotes the barycenter of \( \varrho \).

We also need the following information.

**Lemma 2.4.** Let \( (X, \mathcal{B}(X)) \) and \( (Y, \mathcal{B}(Y)) \) be measurable spaces.

(a) \( \mathcal{B}(X)_u \otimes \mathcal{B}(Y)_u \subset (\mathcal{B}(X) \otimes \mathcal{B}(Y))_u \).

(b) If \( B \in (\mathcal{B}(X) \otimes \mathcal{B}(Y))_u \), then the section \( B_x \) belongs to \( \mathcal{B}(Y)_u \) for every \( x \in X \).

(c) Let \( B \in (\mathcal{B}(X) \otimes \mathcal{B}(Y))_u \) and \( \delta \in \mathcal{M} \). Then the function \( X \rightarrow \mathbb{R}, \ x \mapsto \delta(x, B_x) \) is universally measurable. In particular, \( X \rightarrow \delta(x, C) \) is universally measurable for every \( C \in \mathcal{B}(Y)_u \).

(d) Let \( \mathcal{D} \subset \mathcal{M}(\mu) \) and \( B \in (\mathcal{B}(X) \otimes \mathcal{B}(Y))_u \). Then the function \( \mathcal{D} \rightarrow \mathbb{R}, \ \mathcal{D} \mapsto \int_{\mathcal{D}} kdf \cdot \mu(\delta), \) is universally measurable.
δ → μ ⊗ δ(B) is universally measurable. In particular, δ → μ(δ)(C) is universally measurable for every C ∈ ℬ(Y).

Proof. The proofs of (a)-(c) are certainly well known and omitted.

(d) Let ϕ ∈ ℳ₁⁺(℘). There exist B₁, B₂ ∈ ℬ(X) ⊗ ℬ(Y) such that B₁ ⊂ B ⊂ B₂ and

\[ \int \mu \otimes \delta (B \setminus B_1) d\varrho (\delta) = 0. \]

We obtain \( \varrho (\{ \delta \in \mathcal{D} : \mu \otimes \delta (B_2 \setminus B_1) = 0 \}) = 1. \) Since the functions \( \mathcal{D} \rightarrow \mathbb{R}, \delta \mapsto \mu \otimes \delta (B_i) \) are measurable (i = 1, 2), we conclude that \( \delta \mapsto \mu \otimes \delta (B) \) is measurable with respect to the \( \varrho \)-completion of \( \Sigma (\mathcal{D}) \) and hence, \( \varrho \) being arbitrary, is universally measurable.

The narrow topology \( \sigma (\mathcal{M}(Y), C(Y)) \) on \( \mathcal{M}(Y) \) and the induced topology on any subset of \( \mathcal{M}_1^+(Y) \) is denoted by \( w(Y) \) or, simply, by \( w \).

We come to the main result of this section.

Theorem 2.5. Let \( Y \) be a separable metrizable u.m. space. Then every \( \tau(Y) \)-closed convex subset of \( \mathcal{M}(\mu) \) has the integral representation property and is measure convex.

Proof. Choose a totally bounded metric inducing the topology of \( Y \).

Then the completion \( Z \) of \( Y \) is compact and \( \mathcal{B}(Y) \subset \mathcal{B}(Z) \) holds. It is known that \( \mathcal{M}^Z(\mu) \) is a \( \tau(Z) \)-compact subset of \( B(L^1(\mu), C(Z)) \) (Farrell [6] or Luschgy and Mussmann [16]). Since, by Portmanteau’s theorem, the map \( i : (\mathcal{M}_1^+(Y), w(Y)) \rightarrow (\{ Q \in \mathcal{M}_1^+(Z) : Q(Y) = 1 \}, w(Z)) \) defined by \( i(Q)(C) = Q(Y \cap C) \) for every \( C \in \mathcal{B}(Z) \) is a homeomorphism, it follows that the map

\[ (\mathcal{M}(\mu), \tau(Y)) \rightarrow (\{ \delta \in \mathcal{M}^Z(\mu) : \mu(\delta)(Y) = 1 \}, \tau(Z)), \]

\( \delta \mapsto \) equivalence class of \( i \circ \delta' \) for some representant \( \delta' \) of \( \delta \) is also a homeomorphism. Note that Lemma 2.4(c) assures that this map is surjective. In the following we identify \( (\mathcal{M}(\mu), \tau(Y)) \) with the subspace \( \{ \delta \in \mathcal{M}^Z(\mu) : \mu(\delta)(Y) = 1 \} \) of \( (\mathcal{M}^Z(\mu), \tau(Z)) \).

Now let \( \mathcal{D} \) be a \( \tau(Y) \)-closed convex subset of \( \mathcal{M}(\mu) \) and \( \delta \in \mathcal{D} \). Let \( \mathcal{D}^- \) denote the \( \tau(Z) \)-closure of \( \mathcal{D} \) in \( \mathcal{M}^Z(\mu) \). Then \( \mathcal{D}^- \) is \( \tau(Z) \)-compact and convex. From Lemma 2.2 and the Stone-Weierstrass theorem it follows that \( \Sigma(\mathcal{D}^-) \) coincides with the Baire \( \sigma \)-algebra on \( \mathcal{D}^- \). Therefore, by the theorem of Bishop-de Leeuw, there exists a \( \varrho \in \mathcal{M}_1^+(\text{ex } \mathcal{D}^-) \) such that \( \delta = r(\varrho) \) in \( (B(L^1(\mu), C(Z)), \tau(Z)) \). In view of Lemmas 2.3 and 2.4(a) this implies

\[ \mu \otimes \delta (B) = \int_{\mathcal{D}^-} \mu \otimes \varphi (B) d\varrho (\varphi) \]

for every \( B \in \mathcal{B}(X) \otimes \mathcal{B}(Z) \). In particular, choosing \( B = X \times Y \), we have

\[ 1 = \mu(\delta)(Y) = \int_{\mathcal{D}^-} \mu(\varphi)(Y) d\varrho (\varphi). \]
Since, by Lemma 2.4(d), the function \( \text{ex} \mathcal{D}^- \to \mathbb{R}, \phi \mapsto \mu(\phi)(Y) \) is universally measurable, there is a \( \mathcal{Q} \)-null set \( N \subseteq \Sigma(\text{ex} \mathcal{D}^-) \) such that \( \mu(\phi)(Y) = 1 \) for every \( \phi \in \text{ex} \mathcal{D}^- \setminus N \), that is, \( \text{ex} \mathcal{D}^- \setminus N \subseteq \mathcal{M}(\mu) \). Since \( \mathcal{D} \) is \( \tau(Y) \)-closed in \( \mathcal{M}(\mu) \), we have \( \mathcal{D}^- \cap \mathcal{M}(\mu) = \mathcal{D} \) and, therefore, \( \text{ex} \mathcal{D}^- \setminus N \subseteq \text{ex} \mathcal{D}^- \). Furthermore, \( \mathcal{D} \) is an extremal subset of \( \mathcal{D}^- \) which yields \( \text{ex} \mathcal{D} = \mathcal{D} \cap \text{ex} \mathcal{D}^- \). Thus we obtain \( g_\ast(\text{ex} \mathcal{D}) = 1 \). So we can define a probability measure \( \mathcal{Q}_0 \) on \( \Sigma(\text{ex} \mathcal{D}) \) by \( \mathcal{Q}_0(\text{ex} \mathcal{D} \cap F) = \mathcal{Q}(F), F \in \Sigma(\text{ex} \mathcal{D}^-) \). Then it is clear that

\[
\mu \otimes \delta = \int_{\text{ex} \mathcal{D}} \mu \otimes \phi \mathcal{Q}_0(\phi)
\]

holds, and, by Lemma 2.3, this implies that \( \mathcal{Q}_0 \) represents \( \delta \).

In order to prove that \( \mathcal{D} \) is measure convex, let \( \mathcal{Q} \in \mathcal{M}_+^1(\mathcal{D}) \). Then \( r(\mathcal{Q}) \in \mathcal{D}^- \), where \( r(\mathcal{Q}) \) denotes the barycenter of \( \mathcal{Q} \) in \( B(L^1(\mu), C(Z)), \tau(Z) \) ([19], Proposition 1.1). By Lemmas 2.3 and 2.4(a), for the kernel \( \delta = r(\mathcal{Q}) \) we have

\[
\mu \otimes \delta(B) = \int_{\mathcal{D}} \mu \otimes \phi(B) d\mathcal{Q}(\phi)
\]

for every \( B \in \mathcal{B}(X) \otimes \mathcal{B}(Z) \). In particular,

\[
\mu(\delta)(Y) = \int_{\mathcal{D}} \mu(\phi)(Y) d\mathcal{Q}(\phi) = 1
\]

holds and hence \( \delta \in \mathcal{D} \).

If \( Y \) is not u.m., then \( \tau \)-closed convex subsets of \( \mathcal{M}(\mu) \) do not always have extreme points, even when \( |X| = 1 \) ([24], Counterexample 3).

For nonmetrizable spaces \( Y \) we have the following version of the theorem:

**Corollary 2.6.** (a) Let \( Y \) be a completely regular Souslin space. Then every \( \tau(Y) \)-closed convex subset of \( \mathcal{M}(\mu) \) is measure convex.

(b) Let \( Y \) be a completely regular Lusin space. Then every \( \tau(Y) \)-closed convex subset of \( \mathcal{M}(\mu) \) has the integral representation property.

**Proof.** (a) Let \( \mathcal{D} \) be a \( \tau(Y) \)-closed convex subset of \( \mathcal{M}(\mu) \) and \( \mathcal{Q} \in \mathcal{M}_+^1(\mathcal{D}) \). Since \( Y \) can be equipped with a metrizable Souslin topology compatible with the given Borel structure ([8], III.2.3), it follows from the preceding theorem that there exists a \( \delta \in \mathcal{M}(\mu) \) which is represented by \( \mathcal{Q} \). An application of the Hahn-Banach theorem yields \( \delta \in \mathcal{D} \).

(b) Choose a Polish topology on \( Y \) finer than the given one and observe that it is compatible with the given Borel structure [21], p. 108, Lemma 17). Hence, the assertion follows from Theorem 2.5.

Theorem 2.5 provides, in case \( \Phi = \{\mu\} \), an extension of Proposition 2.1.

**Corollary 2.7.** Let \( (Y, \mathcal{B}(Y)) \) be u.m. Then \( \mathcal{M}(\mu) \) has the integral representation property and is measure convex.
This corollary comprises the representation theorems given in [1], [11], and [20].

By the way, under the above hypotheses the measure convexity of $\mathcal{M}$ may also be proved as follows. Let $\varrho \in M_{1}^{+} (\mathcal{M})$ and let $Q$ be the probability measure $\int \mu \otimes \varphi dQ (\varphi)$ on $\mathcal{B} (X) \otimes \mathcal{B} (Y)$ with $X$-marginal $\mu$. By a well known disintegration theorem, there is a kernel $\delta \in \mathcal{M}$ such that $Q = \mu \otimes \delta$. This implies that $\varrho$ represents $\delta$.

The final result in this section will be needed in Section 4. Let $\Gamma_{0}$ be a multifunction from $X$ to $Y$ whose graph $\text{Gr} (\Gamma_{0}) = \{(x, y) \in X \times Y : y \in \Gamma_{0} (x)\}$ belongs to $(\mathcal{B} (X) \otimes \mathcal{B} (Y))_{\pi}$. Define a multifunction $\Gamma$ from $X$ to $M_{1}^{+} (Y)$ by

$$\Gamma (x) = \{Q \in M_{1}^{+} (Y) : Q (\Gamma_{0} (x)) = 1\}.$$  

$\Gamma$ is well defined, since, by Lemma 2.4(b), $\Gamma_{0} (x) = \text{Gr} (\Gamma_{0})_{x} \in \mathcal{B} (Y)_{\pi}$. Put

$$\mathcal{M}_{\Gamma} = \{\delta \in \mathcal{M} : \delta (x) \in \Gamma (x) \text{ for } \mu\text{-almost every } x \in X\}$$

and $\mathcal{N}_{\Gamma} = \mathcal{N} \cap \mathcal{M}_{\Gamma}$.

COROLLARY 2.8. Let $(Y, \mathcal{B} (Y))$ be u.m. Then $\mathcal{M}_{\Gamma} (\mu)$ has the integral representation property and is measure convex. Furthermore, $\text{ex} \mathcal{M}_{\Gamma} (\mu) = \mathcal{N}_{\Gamma} (\mu)$ holds.

Proof. Note that

$$\mathcal{M}_{\Gamma} (\mu) = \{\delta \in \mathcal{M} (\mu) : \mu \otimes \delta (\text{Gr} (\Gamma_{0})) = 1\}.$$  

Since $\mathcal{M}_{\Gamma} (\mu)$ is an extremal subset of $\mathcal{M} (\mu)$, we obtain $\text{ex} \mathcal{M}_{\Gamma} (\mu) = \mathcal{N}_{\Gamma} (\mu)$. Let $\delta \in \mathcal{M}_{\Gamma} (\mu)$. By Corollary 2.7, there is a measure $\varrho \in M_{1}^{+} (\mathcal{N}_{\mu})$ which represents $\delta$. In particular, we have

$$1 = \mu \otimes \delta (\text{Gr} (\Gamma_{0})) = \int_{\mathcal{N}_{\mu}} \mu \otimes \varphi (\text{Gr} (\Gamma_{0})) d\varrho (\varphi).$$

Since, by Lemma 2.4(d), the function $\mathcal{N}_{\mu} : \mathcal{M}_{\Gamma} (\mu) \rightarrow \mathbb{R}$, $\varphi \mapsto \mu \otimes \varphi (\text{Gr} (\Gamma_{0}))$ is universally measurable, there is a $\varrho$-null set $N \in \Sigma (\mathcal{N}_{\mu})$ such that $\mu \otimes \varphi (\text{Gr} (\Gamma_{0})) = 1$ for every $\varphi \in \mathcal{N}_{\mu} \setminus N$, that is, $\mathcal{N}_{\mu} \setminus N \subset \mathcal{N}_{\Gamma} (\mu)$. Thus we obtain $\varrho_{\ast} (\mathcal{N}_{\Gamma} (\mu)) = 1$. So the probability measure $\varrho_{0}$ on $\Sigma (\mathcal{N}_{\Gamma} (\mu))$, defined by $\varrho_{0} (\mathcal{N}_{\Gamma} (\mu) \cap F) = \varrho (F)$ for every $F \in \Sigma (\mathcal{N}_{\mu})$, represents $\delta$. Now let $\varrho \in M_{1}^{+} (\mathcal{M}_{\Gamma} (\mu))$. By Corollary 2.7, there is a kernel $\delta \in \mathcal{M} (\mu)$ which is represented by $\varrho$. Since

$$\mu \otimes \delta (\text{Gr} (\Gamma_{0})) = \int_{\mathcal{M}_{\Gamma} (\mu)} \mu \otimes \varphi (\text{Gr} (\Gamma_{0})) d\varrho (\varphi) = 1,$$

$\delta$ belongs to $\mathcal{M}_{\Gamma} (\mu)$.

A more general version of the corollary will be proved in Section 5.
3. Uniqueness and measurability of the set of extreme points. In this section we assume \( \mathfrak{B} = \{ \mu \} \) for some \( \mu \in M^+_1(X) \) such that \( L^1(\mu) \) is separable. \( M(\mu) \) is equipped with the topology \( \tau \). We begin with some topological properties of \( M(\mu) \).

PROPOSITION 3.1(a) Let \( Y \) be a separable metrizable space. Then \( M(\mu) \) is also separable metrizable. Further \( M(\mu) \) is compact, respectively Polish, Lusin, Souslin, u.m. if and only if \( Y \) has the same property.

(b) Let \( Y \) be a completely regular Souslin space. Then \( M(\mu) \) is also Souslin. Further \( M(\mu) \) is Lusin if and only if \( Y \) is Lusin.

Proof. (a) Let \( Z \) be the compact completion of \( Y \) with respect to a totally bounded metrization. Then by Portmanteau’s theorem, \( M(\mu) \) is homeomorphic with a subspace of the compact space \( (\mathcal{M}^2(\mu), \tau(Z)) \). Since \( L^1(\mu) \) and \( C(Z) \) are separable, \( (\mathcal{M}^2(\mu), \tau(Z)) \) is metrizable and hence \( M(\mu) \) is separable metrizable. If \( Y \) is Polish, so is \( M(\mu) \) ([1], 5.2). If \( Y \) is Lusin, Souslin respectively, then, by (b), \( M(\mu) \) has the same property. If \( Y \) is u.m., then \( M(\mu) \) is homeomorphic with \( \{ \delta \in \mathcal{M}^2(\mu) : \mu(\delta)(Y) = 1 \}, \tau(Z) \) and, in view of Lemmas 2.2 and 2.4(d), this implies that \( M(\mu) \) is u.m. In order to prove the converse, let \( \delta_y \) be the kernel \( \chi \mapsto \varepsilon_y \chi \) for \( y \in Y \). Then the map \( Y \to \{ \delta_y : y \in Y \}(\mu), y \mapsto \text{equivalence class of } \delta_y \) is a homeomorphism and \( \{ \delta_y : y \in Y \}(\mu) \) is a closed subset of \( M(\mu) \) ([18], Lemmas II.6.1 and II.6.2). Thus, if \( M(\mu) \) has one of the above properties, then \( Y \) has the same property ([21], p. 95, Theorem 2, p. 96, Theorem 3, p. 118, Proposition 8).

(b) Let \( p : Z \to Y \) be a continuous surjection of a Polish space \( Z \) onto \( Y \). Then the image measure map

\[ \bar{p} : (M^+_1(Z), w(Z)) \to (M^+_1(Y), w(Y)) \]

is also a continuous surjection ([5], III.45) and the same is true for the map \( (\mathcal{M}^2(\mu), \tau(Z)) \to M(\mu), \delta \mapsto \text{equivalence class of } \delta' \) for some representant \( \delta' \) of \( \delta \). Indeed, this map is clearly continuous. Further let \( \phi \in M(\mu) \) and \( \phi' \) be a representant of \( \phi \). Since \( (M^+_1(Y), w) \) is Souslin and \( \Sigma(M^+_1(Y)) = \mathcal{B}(M^+_1(Y), w) \) ([21], p. 385, Theorem 7, and p. 387, Theorem 8), \( \bar{p} \) admits a universally measurable right inverse \( q \) ([8], III.11.7). Choosing a kernel \( \delta' \in \mathcal{M}^2 \) such that \( \delta' = q \circ \phi' \mu\text{-almost everywhere} \), we obtain \( \bar{p} \circ \delta' = \phi' \mu\text{-almost everywhere} \). Thus the above map is surjective. In view of (a) this implies that \( M(\mu) \) is Souslin. Since \( Y \) is homeomorphic with the sequentially closed subset \( \{ \delta_y : y \in Y \}(\mu) \) of \( M(\mu) \), \( Y \) is Lusin when \( M(\mu) \) has this property ([21], p. 102, Corollary 1, and p. 95, Theorem 2). Conversely, if \( Y \) is Lusin and \( \mathcal{O} \) a Polish topology on \( Y \) finer than the given one, then \( \mathcal{B}(Y, \mathcal{O}) = \mathcal{B}(Y), \tau(Y, \mathcal{O}) \) is finer than \( \tau(Y) \) and, by (a), \( (M(\mu), \tau(Y, \mathcal{O})) \) is Polish. Hence \( M(\mu) \) is Lusin.

The next proposition deduces the measurability of the set of extreme
Set of transition kernels

Proposition 3.2. (a) If $Y$ is a separable metrizable space or a completely regular Souslin space, then $\Sigma(\mathcal{D}) = \mathcal{B}(\mathcal{D})$ for every subset $\mathcal{D}$ of $\mathcal{M}(\mu)$.

(b) If $Y$ is a completely regular Souslin space, then $\text{ex} \mathcal{D} \in \Sigma(\mathcal{D})_u$ for every closed convex subset $\mathcal{D}$ of $\mathcal{M}(\mu)$.

(c) If $Y$ is a separable metrizable space or a completely regular Lusin space, then $\text{ex} \mathcal{D} \in \Sigma(\mathcal{D})_u$ for every closed convex subset $\mathcal{D}$ of $\mathcal{M}(\mu)$.

Proof. (a) It suffices to prove the assertion for $\mathcal{D} = \mathcal{M}(\mu)$. According to Proposition 3.1, $\mathcal{M}(\mu)$ is strongly Lindelöf. Since the topology $\tau$ has a base consisting of $\Sigma(\mathcal{M}(\mu))$-measurable sets, $\Sigma(\mathcal{M}(\mu)) = \mathcal{B}(\mathcal{M}(\mu))$ follows from Lemma 2.2 and the strong Lindelöf property.

(b) Let $\mathcal{D}$ be a closed convex subset of $\mathcal{M}(\mu)$. By Proposition 3.1(b), $\mathcal{M}(\mu)$ is Souslin. Then $\mathcal{D}$ is also Souslin and hence $\text{ex} \mathcal{D} \in \mathcal{B}(\mathcal{D})_u$ (Jayne and Rogers [10]). The assertion now follows from (a).

(c) If $Y$ is separable metrizable u.m., then the assertion follows from (a), Proposition 3.1(a), and Proposition 1.3 in [19] by embedding $\mathcal{M}(\mu)$ in $(\mathcal{M}^2(\mu), \tau(Z))$ for some compact metrizable space $Z$. If $Y$ is completely regular Lusin, then the assertion follows from the preceding (see the proof of Corollary 2.6(b)).

Now we show that in the situation of Theorem 2.5 an analogue of Choquet's uniqueness theorem holds.

Theorem 3.3. Let $Y$ be a separable metrizable u.m. space and $\mathcal{D}$ a closed convex subset of $\mathcal{M}(\mu)$. Then, for each kernel in $\mathcal{D}$, there is a unique representing measure in $M^1_+(\text{ex} \mathcal{D})$ if and only if $\mathcal{D}$ is a simplex.

Proof. The "only if" part. By Theorem 2.5, $r(\mathcal{D}) \in \mathcal{D}$ holds for each $\mathcal{D} \in M^1_+(\text{ex} \mathcal{D})$. The barycentric map $r : M^1_+(\text{ex} \mathcal{D}) \to \mathcal{D}$ is an affine bijection. This implies that $\mathcal{D}$ is a simplex.

The "if" part. Choose a totally bounded metric on $Y$ defining the topology and let $Z$ be the (compact) completion of $Y$. We can identify $\mathcal{M}(\mu)$ with the subspace $\{ \delta \in \mathcal{M}^2(\mu) : \mu(\delta)(Y) = 1 \}$ of $(\mathcal{M}^2(\mu), \tau(Z))$. Let $\mathcal{D}^{-}$ denote the $\tau(Z)$-closure of $\mathcal{D}$. Then by Proposition 3.1(a), $\mathcal{D}^{-}$ is $\tau(Z)$-compact metrizable and convex. Note that $\mathcal{D}^{-}$ is contained in the $\tau(Z)$-closed hyperplane $\{ T \in B(L^1(\mu), C(Z)) : 1_y \otimes 1_{\mathbb{R}}(T) = 1 \}$. Let $\delta \in \mathcal{D}$. We denote by $K_1$ the cone generated by $\mathcal{D}$, and by $K_2$ the cone generated by $\mathcal{D}^{-}$. Further let $\leq_1$ denote the induced orderings on $K_i$, i.e. $\psi \leq_1 \phi$ if and only if $\phi - \psi \in K_i$, $i = 1, 2$. Since $\mathcal{D}^{-} \cap \mathcal{M}(\mu) = \mathcal{D}$, $\phi \in K_1$ and $\psi \in K_2$ ($\psi \leq_2 \phi$) imply $\psi \in K_1$ and both orderings coincide on $K_1$. Thus

$$\{ \phi \in K_1 : \phi \leq_1 \delta \} = \{ \phi \in K_2 : \phi \leq_2 \delta \}.$$ 

By assumption, $K_1$ is a lattice (in the ordering $\leq_1$) and so
\{\varphi \in K_1 : \varphi \leq_1 \delta\} is a lattice. Hence \{\varphi \in K_2 : \varphi \leq_2 \delta\} is a lattice (in the ordering \leq_2). In particular, \{\varphi \in K_2 : \varphi \leq_2 \delta\} has the Riesz decomposition property. Furthermore, by Proposition 3.2(a), \(\Sigma(\mathcal{D}^-) = \mathcal{B}(\mathcal{D}^-)\) holds. Now the stage has been set for an application of the Loomis uniqueness theorem: there is a unique measure \(\varrho \in M_+^{b}(\exp \mathcal{D})\) such that \(\delta = r(\varrho)\) in \((B(L^1(\mu), C(Z)), \tau(Z))\). By Theorem 2.5, there is a measure \(\varrho_0 \in M^{b}_+\) such that \(\delta = r(\varrho_0)\) in \((B(L^1(\mu), C(Y)), \tau(Y))\). Since \(\exp \mathcal{D} = \mathcal{D} \cap \exp \mathcal{D}^+\), we can define a probability measure \(\varrho_1\) on \(\Sigma(\exp \mathcal{D}^-)\) by \(\varrho_1(F) = \varrho_0(\exp \mathcal{D} \cap F)\). Then \(\delta = r(\varrho_1)\) in \((B(L^1(\mu), C(Z)), \tau(Z))\) and hence \(\varrho_1 = \varrho\). This yields the uniqueness of \(\varrho_0\) (cf. Lemma 2.3).

By the way, the separability of \(L^1(\mu)\) is not used in the “only if” part of the theorem. This part also holds for completely regular Souslin spaces \(Y\). The “if” part is also valid for completely regular Lusin spaces \(Y\). Simple examples show that \(\mathcal{M}(\mu)\) is no simplex.

4. Integral representation in the set of equivariant transition kernels. This section was inspired by Ferguson ([7], Chap. 4.2). Let \(G\) be a group which acts (from the left) on \(X\) and \(Y\). \(G\) is equipped with a \(\sigma\)-algebra \(\mathcal{B}(G)\) and we assume that the maps \(G \to G, \ g \mapsto g^{-1}, \ G \times X \to X, \ (g, x) \mapsto gx, \ G \times Y \to Y, \ (g, y) \mapsto gy\) are measurable. Then \(G\) acts on \(M^b_+(Y)\) by the map \((g, \varrho) \mapsto g\varrho, \ g\varrho(C) = Q(g^{-1} C)\) for every \(C \in \mathcal{B}(Y)\), and one easily verifies that this map is measurable. A transition kernel \(\delta\) from \(X\) to \(Y\) is said to be equivariant if \(\delta(gx) = g\delta(x)\) for every \(g \in G, \ x \in X\). We denote by \(\mathcal{M}_G\) the set of all equivariant kernels from \(X\) to \(Y\) and by \(\mathcal{N}_G\) the subset \(\mathcal{M}_G \cap \mathcal{N}\). Note that if \(\mathcal{B}(Y)\) is separated, then \(\mathcal{N}_G\) is the set of all kernels \(x \mapsto e_{x}(\varrho)\) arising from equivariant measurable maps \(\varrho: X \to Y\). A probability measure \(\mu\) on \(\mathcal{B}(X)\) is said to be quasi-invariant if \(\{\gamma \mu : \gamma \in G\} \ll \mu\). We shall apply the results of Section 2 to the set \(\mathcal{M}_G\).

**Theorem 4.1.** Let \(Y\) be a separable metrizable u.m. space, \(G\) a locally compact \(\sigma\)-compact group, and \(\Psi = \{\mu\} \) for some quasi-invariant probability measure \(\mu\). Further assume that \(G\) acts continuously on \(Y\) (by which it is meant that the induced maps on \(Y\) are continuous). Then \(\mathcal{M}_G(\mu)\) has the integral representation property and is measure convex.

**Proof.** According to Theorem 2.5, it suffices to show that the convex set \(\mathcal{M}_G(\mu)\) is a \(\tau\)-closed subset of \(\mathcal{M}(\mu)\). We may assume \(\mathcal{M}_G \neq \emptyset\). Since \(\mu\) is quasi-invariant, \(G\) acts on \(\mathcal{M}(\mu)\) by \(g\delta = \text{equivalence class of } g\delta' \) for some representant \(\delta'\) of \(\delta\), where \(\delta(g\delta')(x) = g\delta'(g^{-1} x)\) for every \(x \in X\). Further, \(G\) acts on \(L^1(\mu)\) by \(gf(x) = f(g^{-1} x)(dg\mu/d\mu)(x), x \in X,\) and on \(C(Y)\) by \(gk(y) = k(g^{-1} y), y \in Y\). We have

\[
f \otimes k(g\delta) = g^{-1} f \otimes g^{-1} k(\delta)
\]
for every $\delta \in \mathcal{M}(\mu)$, $f \in L^1(\mu)$, $k \in C(Y)$. Thus the map $\delta \mapsto g\delta$ is $\tau$-continuous for every $g \in G$. This implies that the set $\mathcal{M}(\mu)_G$ of all fixed points in $\mathcal{M}(\mu)$ under the action of $G$ is $\tau$-closed. Furthermore, $\mathcal{M}_G(\mu) = \mathcal{M}(\mu)_G$ holds (see Berk and Bickel [2]). This completes the proof.

By Corollary 2.6, the measure convexity of $\mathcal{M}_G(\mu)$ also holds for completely regular Souslin spaces $Y$ and the integral representation property for completely regular Lusin spaces $E$.

For statistical applications it is desirable that kernels in $\mathcal{D}_G$ have a representing measure which is supported by $\mathcal{N}_G$. This is not always possible. Let $G_x$ be the isotropy group of $x \in X$ in $G$, $Y_x = \{y \in Y : gy = y$ for every $g \in K\}$, for $K \subseteq G$, and $Y_x = Y_{G_x}$. Then in order for $\delta \in \mathcal{M}_G$ to be represented by a measure in $M_1^+(\mathcal{V}_G)$, it is necessary that $\delta(x, Y_x) = 1$ $P$-almost everywhere for every $P \in \mathcal{P}$, since $\phi(x, Y_x) = 1$ for every $\phi \in \mathcal{T}_G$, $x \in X$, provided $|(x, y) \in X \times Y : y \in Y_x| \in (\mathcal{A}(X) \otimes \mathcal{B}(Y))_\mu$ and $\mathcal{B}(Y)$ is separated. To prove that this condition is also sufficient we need the following assumptions:

(A4.1) There is a measurable map $S : X \to G$ such that the (measurable) map $T : X \to X$, defined by $T(x) = S(x)^{-1} x$, is invariant, i.e. $T(gx) = T(x)$ for every $g \in G$, $x \in X$.

(A4.2) The action of the isotropy group $G_x$ on $Y$ is trivial for every $x \in X$.

(A4.3) $G_x = H$ for some subgroup $H$ of $G$ and every $x \in T(X)$.

Let $Z = T(X)$, $\mathcal{B}(Z) = Z \cap \mathcal{B}(X)$, and, if $Y_x \in \mathcal{B}(Y)_\mu$ for every $x \in X$,

$$\mathcal{D}_G = \{\delta \in \mathcal{M}_G : \delta(x, Y_x) = 1 \text{ for every } x \in X\}.$$

**Theorem 4.2.** Let $(X, \mathcal{B}(X))$ or $(G, \mathcal{B}(G))$ be u.m. and assume (A4.1).

(a) Let $(Y, \mathcal{B}(Y))$ be a Souslin measurable space and assume (A4.2). Then $\mathcal{M}_G$ has the integral representation property and $\text{ex} \mathcal{M}_G = \mathcal{N}_G$ holds.

(b) Let $(Y, \mathcal{B}(Y))$ be a Souslin measurable space. Assume (A4.3) and $Y_H \subseteq \mathcal{B}(Y)$. Then $\mathcal{D}_G$ has the integral representation property and $\text{ex} \mathcal{D}_G = \mathcal{N}_G$ holds.

(c) Let $(Y, \mathcal{B}(Y))$ be u.m., $\mathcal{N}_G \neq \emptyset$, and $\mathcal{B} = \{\mu\}$ for some probability measure $\mu$. Assume $(t, y) \in Z \times Y : y \in Y_t \in (\mathcal{B}(Z) \otimes \mathcal{B}(Y))_\mu$. Then $\mathcal{D}_G(\mu)$ has the integral representation property and is measure convex. Furthermore, $\text{ex} \mathcal{D}_G(\mu) = \mathcal{N}_G(\mu)$ holds.

**Proof.** Assume $Y_x \in \mathcal{B}(Y)_\mu$ for every $x \in X$. Let $\mathcal{M}_1$ denote the set of all transition kernels from $Z$ to $Y$ and $\mathcal{N}_1$ the subset of all kernels $t \mapsto \epsilon_{\psi(t)}$, arising from measurable maps $\psi : Z \to Y$. We put

$$\mathcal{D}_1 = \{\phi \in \mathcal{M}_1 : \phi(t, Y_t) = 1 \text{ for every } t \in Z\}.$$

For each $\phi \in \mathcal{D}_1$ the kernel $x \mapsto S(x) \phi(Tx)$ belongs to $\mathcal{D}_G$. In fact, since $T/Z = id_Z$ and $T$ is invariant, we have $S(gt)^{-1} g \in G$, for every $t \in Z$, $g \in G$. For statistical applications it is desirable that kernels in $\mathcal{D}_G$ have a representing measure which is supported by $\mathcal{N}_G$. This is not always possible.
Furthermore, \( \varphi(t) \) is a \( G \)-invariant probability measure on \( \mathcal{B}(Y) \) for every \( t \in \mathbb{Z} \). This yields \( S(gx) \varphi(Tx) = S(gS(x)T(x)) \varphi(Tx) = gS(x) \varphi(Tx) \) for every \( x \in X, g \in G \), and from \( Y = S(x) \mathcal{Y}_{T(x)} \) follows
\[
\varphi(T(x), S(x)^{-1}Y_2) = \varphi(T(x), \mathcal{Y}_{T(x)}) = 1
\]
for every \( x \in X \). Thus we can define a map \( i: \mathcal{D}_1 \to \mathcal{D}_G \) by \( i(\varphi)(x) = S(x) \varphi(Tx) \) for every \( x \in X \). Then \( i \) is an affine bijection with \( i(\mathcal{D}_1 \cap \mathcal{N}_1) = \mathcal{N}_G \) and \( i^{-1}(\delta) = \delta \mid Z \) for every \( \delta \in \mathcal{D}_G \). Considering \( T \) as a map from \( X \) onto \( Z \) we obtain
\[
(*) \quad P \otimes i(\varphi)(B) = \int \int 1_B(x, y) i(\varphi)(x, dy) dP(x)
\]
for every \( \varphi \in \mathcal{D}_1, \ P \in M^+_1(X), \ \text{and} \ B \in \mathcal{B}(X) \otimes \mathcal{B}(Y) \), where \( Q_P \) denotes the regular \( T \)-conditional distribution of \( S \) under \( P \).

Subsets \( \mathcal{D} \) of \( \mathcal{M}_1 \) are equipped with the \( \sigma \)-algebra \( \Sigma(\mathcal{D}) \) defined with respect to \( \mathcal{P}^T = \{ \mu^T: \mu \in \mathcal{P} \} \). We claim that \( i \) is an isomorphism between the measurable spaces \( (\mathcal{D}_1, \Sigma(\mathcal{D}_1)) \) and \( (\mathcal{D}_G, \Sigma(\mathcal{D}_G)) \). If \( P \) is a probability measure in \( L(\mathcal{P}) \), then \( P^T \in L(\mathcal{P}^T) \). If \( Q \) is a probability measure in \( L(\mathcal{P}^T) \), then there is a countable subset \( \{ \mu_n: n \in \mathbb{N} \} \) of \( \mathcal{P} \), \( n \in \mathbb{N} \), such that \( Q \ll \{ \mu_n: n \in \mathbb{N} \} \) ([14], Lemme 1). Let \( \lambda = \sum 2^{-n} \mu_n, n \in \mathbb{N} \). Then by the Radon–Nikodym theorem, \( Q = f \cdot \lambda^T \) for some \( f \in L^1(\lambda^T) \) and for the measure \( P = f \circ T \cdot \lambda \) on \( \mathcal{B}(X) \) we obtain \( P^T = Q \) and \( P \in L(\mathcal{P}) \). Thus
\[
(**) \quad M^+_1(Z) \cap L(\mathcal{P}^T) = \{ P^T: P \in M^+_1(X) \cap L(\mathcal{P}) \}.
\]

Therefore, \( i \) is measurable, since
\[
P(i(\varphi))(C) = \int \int 1_C(sy) Q_P(t, ds) dP^T \otimes \varphi(t, y),
\]
for every \( \varphi \in \mathcal{D}_1, \ P \in M^+_1(X) \cap L(\mathcal{P}), \ C \in \mathcal{B}(Y) \), and \( i^{-1} \) is measurable, since
\[
P^T(i^{-1}(\delta))(C) = \int \int 1_C(S(x)^{-1}y) dP \otimes \delta(x, y),
\]
for every \( \delta \in \mathcal{D}_G, \ P \in M^+_1(X) \cap L(\mathcal{P}), \ C \in \mathcal{B}(Y) \). Clearly, the restriction \( i_0: \mathcal{D}_1 \cap \mathcal{N}_1 \to \mathcal{N}_G \) of the map \( i \) to \( \mathcal{D}_1 \cap \mathcal{N}_1 \) is also an isomorphism between the measurable spaces \( (\mathcal{D}_1 \cap \mathcal{N}_1, \Sigma(\mathcal{D}_1 \cap \mathcal{N}_1)) \) and \( (\mathcal{N}_G, \Sigma(\mathcal{N}_G)) \).
Assume that $$\mathcal{B}(Y)$$ is countably generated and contains singletons. Since $$\mathcal{D}_1$$ is an extremal subset of $$\mathcal{M}_1$$ and $$\text{ex }\mathcal{M}_1 = \mathcal{N}_1$$, we obtain $$\text{ex }\mathcal{D}_1 = \mathcal{D}_1 \cap \mathcal{N}_1$$. From $$i(\text{ex }\mathcal{D}_1) = \text{ex }i(\mathcal{D}_1)$$ follows $$\text{ex }\mathcal{D}_G = \mathcal{N}_G$$.

(a) By (A4.2), $$Y_x = Y$$ for every $$x \in X$$. Hence $$\mathcal{D}_1 = \mathcal{M}_1$$ and $$\mathcal{D}_G = \mathcal{M}_G$$ hold. Let $${}\delta \in \mathcal{M}_G$$. According to Proposition 2.1, there is a measure $$\nu_1 \in M_1^+(\mathcal{N}_1)$$ which represents the kernel $${}\delta^{-1}(\delta)$$ with respect to $$\Psi^T$$. Then, by (**) and (**), the image measure $$\varphi \in M_1^+(\mathcal{N}_G)$$ of $$\nu_1$$ under $$i_0$$ represents $$\delta$$.

(b) By (A4.3) we have $$Y_x = S(x)Y_H$$ and hence $$Y_x \in \mathcal{B}(Y)$$ for every $$x \in X$$. Since $$\mathcal{D}_1 = \{\varphi \in \mathcal{M}_1: \varphi(t, Y_H) = 1 \text{ for every } t \in Z\}$$, we can identify $$\mathcal{D}_1$$ with the set of all kernels from $$Z$$ to $$Y_H$$, where $$Y_H$$ is equipped with the $$\sigma$$-algebra $$\mathcal{B}(Y_H) = Y_H \cap \mathcal{B}(Y)$$. Since $$(Y_H, \mathcal{B}(Y_H))$$ is a Souslin measurable space ([21], p. 96, Theorem 3), the integral representation property of $$\mathcal{Q}$$ follows from Proposition 2.1 as in (a).

(c) In view of Lemma 2.4(b) we have $$Y_t \in \mathcal{B}(Y)_u$$ for every $$t \in Z$$ and hence $$Y_t \in \mathcal{B}(Y)_G$$ for every $$x \in X$$. Define $$j: \mathcal{D}_1(\mu^T) \rightarrow \mathcal{D}_G(\mu)$$ by $$j(\varphi) = \mu$$-equivalence class of $$i(\varphi')$$ for some representant $$\varphi' \in \mathcal{D}_1$$ of $$\varphi$$. Then $$j$$ is affine and an isomorphism between the measurable spaces $$(\mathcal{D}_1(\mu^T), \Sigma(\mu^T))$$ and $$(\mathcal{D}_G(\mu), \Sigma(\mathcal{D}_G(\mu)))$$ with $$j(\mathcal{D}_1 \cap \mathcal{N}_1(\mu^T)) = \mathcal{N}_G(\mu)$$. Define a multifunction $$\Gamma$$ from $$Z$$ to $$M_1^+(Y)$$ by $$\Gamma(t) = (Q \in M_1^+(Y): Q(Y) = 1)$$. Since $$\mathcal{D}_1 \cap \mathcal{N}_1 \neq \emptyset$$, we obtain $$\mathcal{D}_1(\mu^T) = \mathcal{M}_1(\mu)$$ and $$\mathcal{D}_1 \cap \mathcal{N}_1(\mu^T) = \mathcal{N}_G(\mu)$$. By (**) and (**), the assertion now follows from Corollary 2.8.

The following corollary is an immediate consequence of part (c).

**Corollary 4.3.** Let $$(X, \mathcal{B}(X))$$ or $$(G, \mathcal{B}(G))$$ be u.m., let $$(Y, \mathcal{B}(Y))$$ be u.m., and $$\Psi = \{\mu\}$$ for some probability measure $$\mu$$. Assume (A4.1) and (A4.2). Then $$\mathcal{M}_G(\mu)$$ has the integral representation property, is measure convex, and $$\text{ex }\mathcal{M}_G(\mu) = \mathcal{N}_G(\mu)$$ holds.

**Remarks.** (1) The measurability condition in Theorem 4.2(c) is satisfied if $$\mathcal{B}(X)$$ is countably generated and contains singletons and $$(G, \mathcal{B}(G))$$ is a Souslin measurable space.

To see this put $$B_1 = \{(g, t, y) \in G \times Z \times Y: gt = t\}$$ and $$B_2 = \{(g, t, y) \in G \times Z \times Y: gy = y\}$$. Then we have $$B_1, B_2 \in \mathcal{B}(G) \otimes \mathcal{B}(Z) \otimes \mathcal{B}(Y)$$ ([5], I.12) and $$\{(t, y) \in Z \times Y: y \in Y_t\}$$ is the projection of $$B_1 \cap B_2$$ to $$Z \times Y$$. From a projection theorem ([3], III.23) it immediately follows that $$\{(t, y) \in Z \times Y: y \in Y_t\} \in (\mathcal{B}(Z) \otimes \mathcal{B}(Y))_u$$.

(2) In Theorem 4.2(a) the assumption (A4.2) is essential for $$\text{ex }\mathcal{M}_G = \mathcal{N}_G$$ to hold. Let $$X = Y = \{-1, 0, 1\}$$ and $$G = \{e, g\}$$ with identity $$e$$, $$g^{-1} = g$$, and the action $$gx = -x, gy = -y$$. Define $$S: X \rightarrow G$$ by $$S(-1) = g$$ and $$S(0) = S(1) = e$$. Then (A4.1) is satisfied, but (A4.2) does not hold. We obtain $$\mathcal{D}_G = \{\delta \in \mathcal{M}_G: \delta\{0\} = 1\}$$, $$\text{ex }\mathcal{D}_G = \mathcal{N}_G$$, and $$\text{ex }\mathcal{M}_G = \mathcal{N}_G \cup \{\delta_1, \delta_2, \delta_3\}$$, where $$\delta_1(x) = e_x, \delta_2(x) = e_{-x}, \delta_3(x) = e_0$$ for $$x = \pm 1$$ and $$\delta_i(0) = (e_1 + e_{-1})/2$$ for $$i = 1, 2, 3$$. 


(3) For Polish groups $G$ and closed subgroups $H$ of $G$ the assumptions (A4.1) and (A4.3) are equivalent to a product representation $X = G/H \times Z$. To see this observe that, if the space $G/H$ of left cosets of $H$ is equipped with the quotient topology, the canonical surjection $\pi: G \to G/H$ admits a Borel measurable right inverse $\psi$. This follows from a selection theorem of Kuratowski and Ryll-Nardzewski [13]. Let $X = G/H \times Z$ and $\mathcal{B}(X) = \mathcal{B}(G/H) \otimes \mathcal{B}(Z)$ for an arbitrary measurable space $(Z, \mathcal{B}(Z))$. $G$ acts on $X$ by $(g, (g'H, z)) \mapsto (gg'H, z)$ and this map is measurable. Define $S : X \to G$ by $S((gH, z)) = \psi(gH)$. Then (A4.1) and (A4.3) are satisfied. Conversely, if these conditions hold, put $Z = T(X)$ and $\mathcal{B}(Z) = Z \cap \mathcal{B}(X)$. Then the map $X \to G/H \times Z, x \mapsto (\pi \circ S(x), T(x))$ is an equivariant isomorphism between the measurable spaces $(X, \mathcal{B}(X))$ and $(G/H \times Z, \mathcal{B}(G/H) \otimes \mathcal{B}(Z))$.

5. Applications. At first we treat transition kernels with prescribed values. Let $Y$ be a metrizable Souslin space and $\mu \in M^1_+(X)$. Let $\Gamma$ be a multifunction from $X$ to $M^1_+(Y)$ such that $\Gamma(x)$ is nonempty $w$-closed and convex for every $x \in X$ and $\text{Gr}(\Gamma) \in \mathcal{B}(X)_w \otimes \Sigma(M^1_+(Y))$. We denote by $\text{ex} \Gamma$ the multifunction $x \mapsto \text{ex} \Gamma(x)$.

**Theorem 5.1.** $\mathcal{M}_T(\mu)$ is a nonempty $\tau$-closed measure convex subset of $\mathcal{M}(\mu)$ and has the integral representation property with respect to $\mathcal{B} = \{\mu\}$. Furthermore, $\text{ex} \mathcal{M}_T(\mu) = \mathcal{M}_{\text{ex}T}(\mu)$ holds.

**Proof.** Since $(M^1_+(Y), w)$ is a Souslin space and $\Sigma(M^1_+(Y)) = \mathcal{B}(M^1_+(Y), w)$ holds, it follows from a selection theorem ([3], III.22) that $\mathcal{M}_T \neq \emptyset$. Clearly, $\mathcal{M}_T(\mu)$ is convex. The assertion $\text{ex} \mathcal{M}_T(\mu) = \mathcal{M}_{\text{ex}T}(\mu)$ follows from Theorem IV.15 of [3]. According to Theorem 2.5, it remains to show that $\mathcal{M}_T(\mu)$ is a $\tau$-closed subset of $\mathcal{M}(\mu)$. (For constant multifunctions this has been proved in [9].) Let $\delta \in \mathcal{M}(\mu) \setminus \mathcal{M}_T(\mu)$ and put

$$A = \{x \in X : \delta(x) \notin \Gamma(x)\}.$$

Then $A^c$ is the projection of $\text{Gr}(\delta) \cap \text{Gr}(\Gamma) \in \mathcal{B}(X)_w \otimes \Sigma(M^1_+(Y))$ to $X$, hence, by a projection theorem ([3], III.23), $A \in \mathcal{B}(X)_w$. Choose a totally bounded metric inducing the topology of $Y$ and denote by $U(Y)$ the space of all bounded uniformly continuous real-valued functions on $Y$. Using Portmanteau's theorem we conclude that $\Gamma(x)$ is a $\sigma(M(Y), U(Y))$-closed subset of $M(Y)$ for every $x \in X$. Therefore, by the Hahn-Banach theorem, for each $x \in A$ there is a function $k_x \in U(Y)$ such that

$$\sup_Y \{\int k_x dQ : Q \in \Gamma(x)\} < \int k_x d\delta(x).$$

We can assume $k_x \in V$ for some countable norm dense subset $V$ of $U(Y)$. Setting

$$A(n, k) = \{x \in X : \sup_Y \{\int k dQ : Q \in \Gamma(x)\} \leq \int k d\delta(x) - 1/n\}$$

Setting
for \( n \in \mathbb{N} \) and \( k \in V \) yields

\[
A = \bigcup_{n \in \mathbb{N}} \bigcup_{k \in V} A(n, k).
\]

The function

\[
x \mapsto \sup_{\Gamma} \{ \int k Q : Q \in \Gamma(x) \}
\]

is universally measurable ([3], III.39) and hence \( A(n, k) \in \mathcal{B}(X)_u \) for every \( n \in \mathbb{N} \) and \( k \in V \). Because \( \mu(A) > 0 \), there exist \( n \in \mathbb{N} \) and \( k \in V \) such that \( \mu(A(n, k)) > 0 \). Now for each member \( \varphi \) of the \( \tau \)-closure \( \mathcal{M}_T(\mu)^- \) of \( \mathcal{M}_T(\mu) \) in \( \mathcal{M}(\mu) \) we have

\[
\int_{A(n,k)} k(y) \varphi(x, dy) d\mu(x) \leq \int_{A(n,k)} \int_{Y} k(y) \delta(x, dy) d\mu(x) - \mu(A(n,k))/n
\]

and thus \( \delta \notin \mathcal{M}_T(\mu)^- \).

We can infer the following version for metrizable Souslin spaces of a result due to Strassen ([22], Theorem 3). Strassen proved the equivalence of (i) and (ii) for Polish spaces \( Y \) (under a slightly weaker measurability assumption on \( \Gamma \)).

**Corollary 5.2.** Let \( \lambda \in \mathcal{M}^1(Y) \). Then the following statements are equivalent:

(i) There is a kernel \( \delta \in \mathcal{M}_T \) such that \( \lambda = \mu(\delta) \).

(ii) \( \int Y k d\lambda \leq \int Y \sup_{x} \{ \int Y k Q : Q \in \Gamma(x) \} d\mu(x) \) for every \( k \in C(Y) \).

(iii) \( \int Y k d\lambda \leq \int Y \sup_{x} \{ \int Y kQ : Q \in \text{ex} \Gamma(x) \} d\mu(x) \) for every \( k \in C(Y) \).

**Proof.** (i) \( \Rightarrow \) (iii) follows from the integral representation property of \( \mathcal{M}_T(\mu) \) and (iii) \( \Rightarrow \) (ii) is obvious.

(ii) \( \Rightarrow \) (i). The set \( K = \{ \mu(\delta) : \delta \in \mathcal{M}_T(\mu) \} \) is convex. We claim that \( K \) is a \( w \)-closed subset of \( \mathcal{M}(Y) \). Suppose \( (\delta_x) \) is a net in \( \mathcal{M}_T(\mu) \) such that \( \mu(\delta_x) \to Q \) for some \( Q \in \mathcal{M}(Y) \). Then the set \( \{ \delta_x \} \) is relatively \( \tau \)-compact in \( \mathcal{M}(\mu) \). This fact is known and easily seen by embedding \( \mathcal{M}(\mu) \) in \( \mathcal{M}^2(\mu) \) for some compact metrizable space \( Z \). Therefore \( (\delta_x) \) has a cluster point \( \delta \) which belongs to \( \mathcal{M}_T(\mu) \) since, by the preceding theorem, \( \mathcal{M}_T(\mu) \) is \( \tau \)-closed in \( \mathcal{M}(\mu) \). Clearly \( Q = \mu(\delta) \) Thus \( Q \in K \) and our claim is proved. Now by the Hahn-Banach theorem, \( \lambda \in K \) if

\[
\int Y k d\lambda \leq \sup_{Y} \{ \int Y k\mu(\delta) : \delta \in \mathcal{M}_T(\mu) \}
\]

for every \( k \in C(Y) \). But the right-hand side of this inequality equals the right-hand side of (ii). Indeed, let \( k \in C(Y) \) and \( \varepsilon > 0 \) and consider the multifunction \( \Gamma_{\varepsilon} \) from \( X \) to \( \mathcal{M}^1(Y) \) defined by

\[
\Gamma_{\varepsilon}(x) = \{ P \in \Gamma(x) : \int Y k dP \geq \sup_{Y} \{ \int Y kQ : Q \in \Gamma(x) \} - \varepsilon \}.
\]
Then $\Gamma_x(x) \neq \emptyset$ for every $x \in X$ and $\text{Gr}(\Gamma_x) \in \mathcal{B}(X)_s \otimes \Sigma(M^+_1(Y))$. Hence, according to a selection theorem ([3], III.22), $M_{r_x} \neq \emptyset$.

The second application is concerned with the risk-equivalence of two methods of randomization in statistical decision theory. Let $\Theta$ be an index set. For each $\theta \in \Theta$, let $P_\theta$ be a probability measure on $\mathcal{B}(X)$ and $L(\theta, \cdot, \cdot): X \times Y \to [0, \infty]$ a measurable loss function. Decision rules are transition kernels from $X$ to $Y$. In the decision problem $(\{P_\theta: \theta \in \Theta\}, Y, L)$ the risk function $R$, defined for $\theta \in \Theta$ and $\delta \in \mathcal{M}$, is given by

$$R(\theta, \delta) = \int_{X \times Y} L(\theta, x, y) dP_\theta \otimes \delta(x, y).$$

Assume that $\{P_\theta: \theta \in \Theta\} \ll \mu$ for some $\mu \in M^+_1(X)$ and $\mathfrak{P} = \{\mu\}$. Let $\mathcal{D} \subset \mathcal{M}(\mu)$ and $\mathcal{D}_1 \subset \mathcal{D}$. $\mathcal{D}$ and $M^+_1(\mathcal{D}_1)$ are said to be risk-equivalent if for each $\delta \in \mathcal{D}$ there is a measure $\varrho \in M^+_1(\mathcal{D}_1)$ such that

$$R(\theta, \delta) = \int_{\mathcal{D}_1} R(\theta, \varrho) d\varrho(\varrho)$$

for every $\theta \in \Theta$ and vice versa. Then, under the assumption of Corollary 2.7, $\mathcal{M}(\mu)$ and $M^+_1(\mathcal{N}(\mu))$ are risk-equivalent. If a group $G$ acts on $X$ and $Y$, then, under the assumptions of Corollary 4.3, $\mathcal{M}_G(\mu)$ and $M^+_1(\mathcal{N}_G(\mu))$ are risk-equivalent.

In order to treat Bayes rules, we assume additionally that $\Theta$ is equipped with a $\sigma$-algebra $\mathcal{B}(\Theta)$ such that $L$ and $(\theta, x) \mapsto (dP_\theta/d\mu)(x)$ are measurable. We denote by $\mathcal{D}$ the set of all Bayes rules with respect to a $\sigma$-finite measure $\lambda$ on $\mathcal{B}(\Theta)$. Let $Y$ be a metrizable Souslin space and let $L(\theta, x, \cdot)$ be lower semicontinuous for every $\theta \in \Theta$ and $x \in X$.

**Proposition 5.3.** $\mathcal{D}(\mu)$ and $M^+_1(\mathcal{D} \cap \mathcal{N}(\mu))$ are risk-equivalent.

**Proof.** According to Lemma 2 of [15], the Bayes risk function

$$\int_{\Theta} R(\theta, \cdot) d\lambda(\theta): \mathcal{M}(\mu) \to [0, \infty]$$

is lower $\tau$-semicontinuous. This implies that $\mathcal{Q}(\mu)$ is a $\tau$-closed subset of $\mathcal{M}(\mu)$. Furthermore, $\mathcal{D}(\mu)$ is a convex extremal subset of $\mathcal{M}(\mu)$, hence, $\text{ex} \mathcal{D}(\mu) = \mathcal{D} \cap \mathcal{N}(\mu)$. The assertion now follows from Theorem 2.5.
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