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Abstract. In this paper we investigate the properties of the estimator of degree of differencing the fractional $d$ in long memory time series analysis via consistent spectral density estimation. It is shown that the proposed estimator is more efficient than some of the others in practice.

1. Introduction. The interest in fractional differencing and its applications to long memory time series modelling have become important to theoretical and applied time series analysis after the pioneering work by [5] and [6]. Since then a large number of authors have reported some interesting and mathematically elegant results on the modelling of long memory processes. This class of models is motivated by

(i) unbounded spectral densities at the frequency $\omega = 0$,

(ii) hyperbolic decay of the autocorrelation function (acf), and

(iii) the Hurst effect.

When modelling long memory time series, it is convenient to use the following two filters in tandem:

(a) transform the original long memory $\{X_t\}$ to a short memory $\{Y_t\}$ via

\[ Y_t = (1 - B)^d X_t, \quad d \in (-\frac{1}{2}, \frac{1}{2}), \]

where $B$ is the backshift operator such that $B^j X_t = X_{t-j}, j \geq 0$;

(b) transform the short memory $\{Y_t\}$ to white noise $\{Z_t\}$ via

\[ \Phi(B) Y_t = \Theta(B) Z_t, \]

where $\Phi(B) = 1 - \Phi_1 B - \ldots - \Phi_p B^p$ and $\Theta(B) = 1 - \Theta_1 B - \ldots - \Theta_q B^q$ are stationary autogressive (AR) and invertible moving average (MA) operators, respectively.

The resulting process is generated by

\[ \Phi(B) V^d X_t = \Theta(B) Z_t, \quad d \in (-\frac{1}{2}, \frac{1}{2}), \]
where $V = 1 - B$, and is said to constitute a family of fractionally integrated ARMA$(p,q)$ or ARIMA$(p,d,q)$ processes, $d \in (-\frac{1}{2}, \frac{1}{2})$. This family has a wide variety of applications in almost every area in scientific endeavour (e.g., stream flow, rainfall, temperature, economic). The problem of estimation of parameters has received a considerable attention in the last decade, and among others [4] suggests to estimate $d$ (first) independent of the other parameters using the periodogram of the data near frequency zero. Once the $d$ is confidently estimated from the observed series, the unique whitening filter for a short memory $\{Y_t\}$ may be obtained following [1]. Several other methods have also been proposed to estimate the degree of differencing (fractional), $d$, in the literature. However, the aim of this note is to improve the efficiency of estimation of $d$ over [4] in the mean square sense when the estimate is obtained through a lag-window estimator of the spectral density of $\{X_t\}$. With that view in mind, in the next section we review some of the available methods of estimation of $d$.

2. Some available methods of estimating $d$. In this section, we review some existing methods of estimating $d$.

a. Janacek [7] proposes an estimator $\hat{d}_m$ based on the log spectrum. That is

$$\hat{d}_m = \left(S - \sum_{k=1}^{M} \hat{c}_k/k\right)/\sum_{k=1}^{M} k^{-2},$$

where

$$S = \pi^{-1} \int_0^\pi W(\theta) \log f(\theta) d\theta, \quad W(\theta) = \sum_{k=1}^{\infty} \cos(k\theta)/k, \quad \hat{c}_k = n^{-1} \sum_{p=1}^{n-1} \log I_N(p, x) \cos(k\omega_p) + (2n)^{-1} [\log I_N(0, x) - \delta_N \log I_N(\pi, x)],$$

$n = (N-1)/2$, $\delta_N = 1$ when $N$ is even and zero otherwise. $I_N(p, x)$ is the periodogram and $\omega_p = p/n$, $M$ is the truncation point chosen large enough for $c_k$ to be negligible.

b. Parzen [8] constructed the estimator $\hat{d}_k$ with the help of the non-parametric kernel density estimator

$$f(\omega) = \sum_{v=-\infty}^{\infty} k(v/M) \varphi_T(v) \exp(-2\pi i ov), \quad |\omega| < 0.5,$$

where

$$k(t) = \begin{cases} 1 - 6t^2 + 6|t|^3, & |t| < 0.5, \\ 2(1-|t|^3), & 0.5 \leq t \leq 1, \\ 0, & \text{otherwise}, \end{cases}$$

is the Parzen window, and $\varphi_T(v)$ is an estimator of the autocorrelation function.
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at lag \( v \). Then the resulting estimator for \( d_k \) is

\[
\hat{d}_k = 0.5 \left[ k^{-1} \sum_{j=1}^{k} \log f((j+m)/N) - \log ((k+1+m)/N) \right].
\]

\( c. \) A more popular method was suggested by \cite{4} based on the regression analysis using the periodogram. Assume that \( \{ Y_i \} \) has the spectrum \( f_Y(\omega) \). Then \( \{ X_i \} \) does not strictly have a spectrum for all \( \omega \), but can be expressed as (by filtering considerations as in \cite{5})

\[
f_X(\omega) = |1 - e^{-i\omega}|^{-2d} f_Y(\omega),
\]

where

\[
f(\omega) = \frac{\sigma^2 |\Theta(e^{-i\omega})|^2}{2\pi |\Phi(e^{-i\omega})|^2} \quad \text{and} \quad \text{Var}(Z_t) = \sigma^2.
\]

**Note.**
1. \( f_X(\omega) \) exists for all \( \omega \) when \( d < 0 \).
2. \( f_X(\omega) \) does not exist for all \( \omega \) when \( d > 0 \) (specifically, \( f_X(\omega) \to \infty \) as \( \omega \to 0 \) for \( d > 0 \)).

Arguing as in \cite{4} one can simplify the equality (2.3) as the simple linear regression equation

\[
y_j = a + bx_j + e_j, \quad j = 1, 2, \ldots, m,
\]

where

\[
y_j = \ln I_n(\omega_j), \quad x_j = \ln|1 - \exp(-i\omega)|^2,
\]

\[
I_n(\omega_j) = \frac{1}{2\pi m} \left| \sum_{i=1}^{m} X_i \exp(-i\omega_j t) \right|^2,
\]

\( a = \ln f(0), \ b = -d, \) and \( m \) is a function of \( n \) such that \( m/n \to 0 \) as \( n \to \infty \). This gives the estimator

\[
\hat{d} = - \sum_{i=1}^{m} (x_i - \bar{x})(y_i - \bar{y}) / \sum_{i=1}^{m} (x_i - \bar{x})^2
\]

with

\[
\hat{d} \sim \text{AN}(\hat{d}, \pi^2/6 \sum_{i=1}^{m} (x_i - \bar{x})^2) \quad \text{as} \ n \to \infty.
\]

The main reason for the popularity of this regression method is that it permits the estimation of \( d \) without any prior knowledge of \( p \) and \( q \). However, the choice of \( m \) completely determines the accuracy of the estimate \( \hat{d} \). It is obvious that the accuracy of \( \hat{d} \) may be further improved by using a consistent spectral density estimator \( \hat{h}(\omega_j) \) in place of the periodogram \( I_n(\omega_j) \). The next section discusses the various properties of this proposed estimator for \( d \).
3. Estimation of \( d \) using a lag-window spectral density estimate. It is well known that, for \( d < 0 \), \( I_n(\omega_j) \)'s are (asymptotically) independently distributed \( \frac{1}{2}f_X(\omega_j) \chi^2_2 \) variates when \( \omega_j \neq 0, \pi \). This tells us that \( I_n(\omega_j) \) is an unbiased but inconsistent estimator for \( f_X(\omega_j) \) for \( \omega_j \neq 0, \pi \). Hence we use the lag-window spectral density estimator in place of \( I_n(\omega_j) \) in (2.4) in order to improve the quality of \( \hat{d} \). Furthermore, we show that the resulting new estimator is more efficient (in the mean square sense) than that of (2.5).

Now we write (2.3) at \( \omega_j = 2\pi j/n \in (0, \pi) \) in the form of

\[
\ln f_X(\omega_j) = -d \ln |1 - \exp(-i\omega_j)|^2 + \ln f_Y(\omega_j).
\]

Let

\[
\hat{h}(\omega) = (2\pi)^{-1} \sum_{|s| < n} \lambda(s) \hat{R}(s) e^{-is\omega}
\]

be the lag-window spectral density estimator of \( \{X_j\} \), where \( \lambda(s) \) is the lag window, and \( \hat{R}(s) \) is the estimated autocovariance at lag \( s \).

Adding \( \ln \hat{h}(\omega_j) \) to both sides of (3.1), we obtain

\[
\ln \hat{h}(\omega_j) = -d \ln |1 - \exp(-i\omega_j)|^2 + \ln \left[ \frac{\hat{h}(\omega_j)}{f_X(\omega_j)} f(\omega_j) \right].
\]

If \( \omega_j \) is near zero, (3.2) may be well approximated by

\[
\ln \hat{h}(\omega_j) = \ln f(0) - d \ln |1 - \exp(-i\omega_j)|^2 + \ln \left[ \frac{\hat{h}(\omega_j)}{f_X(\omega_j)} \right].
\]

Let

\[
y_j = \ln \hat{h}(\omega_j), \quad x_j = \ln |1 - \exp(-i\omega_j)|^2,
\]

\[
\alpha = \ln f(0), \quad \beta = -d, \quad e_j = \ln \left[ \frac{\hat{h}(\omega_j)}{f_X(\omega_j)} \right].
\]

Then we have

\[
y_j = \alpha + \beta x_j + e_j, \quad j = 1, 2, \ldots, [n^\theta], \quad 0 < \theta < 1,
\]

where \( [n^\theta] \) denotes the integer part of \( n^\theta \).

It is known that \( \{\hat{h}(\omega_j)/f_X(\omega_j)\} \) is not a sequence of independent random variables, but for most of the standard windows \( \{\hat{h}(\omega_j)/f_X(\omega_j)\} \) is approximately uncorrelated under certain regularity conditions and for large \( n \). Now we state the following lemma for later reference.

**Lemma 1.** For the regression model defined in (3.4) we have

(i) \( \mu_e = \mathbb{E}(e_j) \approx 0; \)

(ii) \( \sigma_e^2 = \text{Var}(e_j) \approx n^{-1} \sum_{|s| < n} \lambda^2(s) \) for all \( j \neq 0, n/2 \) (\( n \) even).

The proof of this lemma follows from the asymptotic distribution

\[
\frac{\hat{h}(\omega)}{f_X(\omega)} \sim a \chi^2_v \quad (v = 2n \sum_{|s| < n} \lambda^2(s) \text{ and } a = \frac{1}{v}),
\]
However, the asymptotic distribution of $e_j$ is normal with mean 0 and variance $\sigma_e^2$ ([2], p. 364). Now it can be seen that the least squares estimator of $d$ in (3.4), i.e.

\begin{equation}
\hat{d}_c = -\sum_{j=1}^{m} (x_j - \bar{x})(y_j - \bar{y})/\sum_{j=1}^{m} (x_j - \bar{x})^2, \quad m = \lceil n^\theta \rceil,
\end{equation}

is consistent for $d$, and more efficient than that of $\hat{d}$ in (2.5).

4. Efficiency of $\hat{d}_c$. In this section we state and prove the following main theorem for the properties of the proposed estimator $\hat{d}_c$.

**Theorem.** The estimator $\hat{d}_c$ defined in (3.5) is consistent and more efficient than that of $\hat{d}$ given in (2.5).

**Proof.** From (3.4) and (3.5) we have (approximately)

\begin{equation}
\text{Var}(\hat{d}_c) \approx \frac{\sigma_e^2}{\sum_{j=1}^{m} (x_j - \bar{x})^2 / n \sum_{j=1}^{m} (x_j - \bar{x})^2} = \frac{\sum_{|s|<n} \lambda^2(s)}{m/n}.
\end{equation}

For many lag windows used in practice we have

\[ \frac{1}{n} \sum_{|s|<n} \lambda^2(s) = k \frac{m}{n}, \]

where $k$ is a constant depending on the lag window. For example:

<table>
<thead>
<tr>
<th>Lag window</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartlett</td>
<td>2/3</td>
</tr>
<tr>
<td>Daniell</td>
<td>1</td>
</tr>
<tr>
<td>Parzen</td>
<td>0.5393</td>
</tr>
<tr>
<td>Tukey</td>
<td>$2(1-4a+6a^2)$</td>
</tr>
<tr>
<td>Tukey–Hanning</td>
<td>3/4</td>
</tr>
<tr>
<td>Tukey–Hamming</td>
<td>0.7948</td>
</tr>
</tbody>
</table>

Since the choice of $m$ satisfies $m/n \to 0$ as $n \to \infty$, it follows that $\hat{d}_c$ is consistent for $d$. Now

\[ \hat{d}_c \sim \text{AN}\left(d, \frac{km}{n \sum_{j=1}^{m} (x_j - \bar{x})^2}\right) \]

and $km/n < \pi^2/6$ for any $m = \lceil n^\theta \rceil$, $0 < \theta < 1$. The increase in efficiency of $\hat{d}_c$ over $\hat{d}$ in (2.5) immediately follows.

**Example.** Consider the data \{X_t; t = 1, 2, ..., 200\}, which are given by [2], p. 530 (Example 13.2.1). The series \{X_t\} was generated by $V^{0.4}X_t = Z_t + 0.8 Z_{t-1}$, \{Z_t\} $\sim$ WN(0, 0.483).
Brockwell and Davies [2] used the method C of [4] with \( m = 14 \) and obtained the value \( \hat{d} = 0.371 \) with \( \text{Var}(\hat{d}) = 0.00884 \).

We use the Tukey–Hanning window,

\[
\hat{\lambda}(s) = \begin{cases} 
\frac{1}{2} \{1 + \cos(\pi s/14)\}, & |s| \leq 14, \\
0, & |s| > 14,
\end{cases}
\]

and obtain the corresponding \( \hat{d}_c = 0.389 \) with \( \text{Var}(\hat{d}_c) = 0.0028 \). An approximate 95% confidence interval for \( d \) is \((0.285, 0.493)\).

G1–G2: a 95% confidence interval for \( d \) by [3].
P1–P2: a 95% confidence interval for \( d \) by the proposed method.

Remark 1. In general, the spectral estimates corresponding to a given lag-window for two neighbouring Fourier frequencies are correlated. However, two estimates may be uncorrelated if the separation between their frequencies is appreciably greater than the “bandwidth” of the spectral window ([11], p. 456).

The above example shows that for large (but finite) \( n \) the assumption we made in the paper may not be “very” unrealistic.

Remark 2. In searching for a good model it is not reasonable to estimate \( d \) independently of the other parameters, since for any moderate size data set the behaviour of the spectral density near frequency zero may be affected not only by \( d \), but also by the values of the autoregressive and moving average parameters. The maximum likelihood procedure appears to be more promising to this problem, and will be discussed in detail in a future paper.

Remark 3. In some cases the proposed estimate \( \hat{d}_c \) may be more biased than that of \( \hat{d} \). However, a large scale simulation by [3] recommended the use of \( \hat{d}_c \) in practice.
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