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Abstract. We propose a class of weighted least-squares estimators for the tail index of a regularly varying upper tail of a distribution. Universal asymptotic normality of the estimators is established over the whole model. Asymptotic mean square errors of these and earlier estimators are compared within a submodel of regular variation, more general than Hall's model. We also discuss the choice of the optimal weights and the choice of the number of extreme order statistics to be used.

1. Introduction and main result. Let \( X, X_1, X_2, \ldots \) be independent random variables with a common distribution function \( F(x) = P\{X \leq x\}, x \in \mathbb{R} \), and for each integer \( n \geq 1 \), let \( X_{1,n} \leq \ldots \leq X_{n,n} \) denote the order statistics pertaining to the sample \( X_1, \ldots, X_n \). We assume that

\[
1 - F(x) = x^{-1/\alpha} l(x), \quad 0 < x < \infty,
\]

where \( l \) is some function slowly varying at infinity and \( \alpha > 0 \) is a fixed unknown parameter to be estimated. The class of distribution functions satisfying (1.1) will be denoted by \( \mathcal{R}_\alpha \). Several estimators exist for the tail index \( \alpha \) among which Hill's estimator is the most classical (see Hill [15]):

\[
\hat{\alpha}_n^{(H)}(k_n) := k_n^{-1} \sum_{i=1}^{k_n} \log^* X_{n+1-i,n} - \log^* X_{n-k_n,n},
\]

where the \( k_n \) are some integers satisfying

\[
1 \leq k_n < n, \quad k_n \to \infty \quad \text{and} \quad k_n/n \to 0 \quad \text{as} \quad n \to \infty,
\]

and \( \log^* x = \log \max(x, 1), x \in \mathbb{R} \). The class of kernel estimators of Csörgö et al. [5] generalizes the Hill estimator:

\[
\hat{\alpha}_n^{(K)}(k_n) := \left( \sum_{i=1}^{n} \frac{i}{k_n} K \left( \frac{i}{k_n} \right) \{ \log^* X_{n+1-i,n} - \log^* X_{n-i,n} \} \right)^{n/k_n},
\]

\[
\int K(v) \, dv
\]
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where $K(\cdot)$ is a non-increasing non-negative function such that $\int_0^\infty K(v)\,dv = 1$; the Hill estimator corresponds to $K(v) = 1_{10^{-4} < v < 1}$. For simplicity of notation, we assume without loss of generality from now on that $F(0) = 0$ for all $F \in \mathcal{R}_n$, i.e. $X$ is positive; otherwise one only has to replace log by log* in what follows with some trivial extra reasonings in the proofs. The difficult problem of the asymptotic normality of $\hat{\alpha}_n^{(H)}$ has been investigated by Hall [13], Hall and Welsh [14], Haeusler and Teugels [12], Csörgő and Mason [7], Beirlant and Teugels [1] and their references, and, more generally for $\hat{\alpha}_n^{(K)}$ by Csörgő et al. [5]. However, as was shown in Csörgő and Viharos [8], $\hat{\alpha}_n^{(H)}$, is not universally asymptotically normal over the whole class $\mathcal{R}_n$.

Recently, Schultze and Steinebach [17] proposed three new estimators of $\alpha$, which are based on least-squares considerations under the restricted model in which $l(x) = e^c$ in (1.1), for all $x$ beyond a threshold and for some constant $c$. (In a mathematically equivalent fashion, they in fact do this in a corresponding exponential model.) Taking the logarithm of (1.1) in the restricted case, substituting $x = X_{n+1-i_n}$ into $-\log(1 - F(x)) = -c + \alpha^{-1} \log x$ and approximating the left-hand sides by

$$-\log(1 - \hat{F}_n(X_{n+1-i_n})) = \log(n/i),$$

where $\hat{F}_n(\cdot)$ is the sample distribution function, for some $2 \leq k_n < n$ we have\[\log X_{n+1-i_n} \approx d + \alpha \log(n/i), \quad i = 1, \ldots, k_n, \] where $d = ac$. Least-squares fit based on these approximative equations gives the first estimator of Schultze and Steinebach [17]:

$$\hat{\alpha}_n^{(S)}(k_n) := \frac{\sum_{i=1}^{k_n} \log(n/i)(\log X_{n+1-i_n} - k_n^{-1} (\sum_{i=1}^{k_n} \log X_{n+1-i_n})(\sum_{i=1}^{k_n} \log(n/i)))}{\sum_{i=1}^{k_n} \log^2(n/i) - k_n^{-1} (\sum_{i=1}^{k_n} \log(n/i))^2}.$$  

Independently of Schultze and Steinebach [17], Kratz and Resnick [16] also proposed $\hat{\alpha}_n^{(S)}(k_n)$ at about the same time, using a mathematically equivalent heuristic argument. Csörgő and Viharos [9] proved that for suitable $\mu_n^{(S)}(k_n) \rightarrow \alpha$ the sequence $k_n^{1/2} \{\hat{\alpha}_n^{(S)}(k_n) - \mu_n^{(S)}(k_n)\}$ is universally asymptotically normal over $\mathcal{R}_n$ for all $\{k_n\}$ satisfying $k_n/\log^4 n \rightarrow \infty$ as $n \rightarrow \infty$. In contrast, Csörgő and Viharos [8] constructed distribution functions $F \in \mathcal{R}_n$ such that $\hat{\alpha}_n^{(H)}(\cdot, n^{2/3})$, where $\lfloor \cdot \rfloor$ denotes the integer part, does not have a non-degenerate asymptotic distribution for any centering and norming sequences. Since the Hill estimator was also constructed in the restricted model $l(x) = e^c$, it may be concluded that the asymptotic normality of $\hat{\alpha}_n^{(S)}(k_n)$ is more robust against deviations of $l$ from a constant; see Csörgő and Viharos [9] for more on this aspect.

Beirlant et al. [2] obtained a subclass of kernel estimates of Csörgő et al. [5] using a weighted least-squares method fitting an appropriate regression line through a fixed data point. In the language above, this class of estimators, containing the Hill estimator, has a lack of robustness properties similar to that of the original Hill estimator. Beirlant et al. [2] also discussed the difficult problem of the choice of the parameter $k_n$ in their estimators.
These results raise the question of weighted least-squares versions without forcing the regression line through any fixed point as a generalization of Schultze and Steinebach’s [17] method. We show that, using appropriate weights, we obtain a weighted estimator \( \hat{\alpha}_n^{(W)} \) which inherits the universal asymptotic normality of \( \hat{\alpha}_n^{(S)} \), and hence the asymptotic normality of \( \hat{\alpha}_n^{(W)} \) is also more robust than that of the Hill estimator and the generalized Hill estimator \( \hat{\alpha}_n^{(K)} \). In the restricted Hall submodel of regular variation, discussed in Section 3 below, Csörgö and Viharos [9] compared \( \hat{\alpha}_n^{(S)} \) to the optimal kernel estimator and to other proposals, through the investigation of the asymptotic mean square error, and the kernel estimator proved to be the best. In Section 2 we show that, in a more general submodel, the asymptotic mean square error of the optimal \( \hat{\alpha}_n^{(W)} \) is the same as that of the optimal kernel estimator.

Choosing some weights \( w_{i,n} \geq 0, i = 1, \ldots, k_n \), and minimizing the corresponding weighted error sum of squares

\[
\sum_{i=1}^{k_n} w_{i,n} \left( \log X_{n+1-i,n} - \alpha \log (n/i) - d \right)^2,
\]

we obtain the weighted generalization of \( \hat{\alpha}_n^{(S)} \):

\[
\hat{\alpha}_n^{(W)}(k_n) := \frac{\sum_{i=1}^{k_n} w_{i,n}(\log (n/i)) (\log X_{n+1-i,n}) - \left( \sum_{i=1}^{k_n} w_{i,n} \right) \left( \sum_{i=1}^{k_n} w_{i,n} \log X_{n+1-i,n} \right)}{\left( \sum_{i=1}^{k_n} w_{i,n} \right)^2 - \left( \sum_{i=1}^{k_n} w_{i,n} \log (n/i) \right)^2}.
\]

In what follows we shall study the class of weights of the form

\[
w_{i,n} = w_{i,n}(J) := \frac{k_n J(\lfloor i/k_n \rfloor/n)}{-\log (i/k_n) + \log x_J},
\]

where \( J(\cdot) \) is a weight function specified by conditions (i)–(v) below and \( x_J \) is a shift parameter chosen so that all the weights \( w_{i,n}, i = 1, \ldots, k_n \), are non-negative. Let \( \lfloor x \rfloor \) denote the smallest integer not smaller than \( x \) and take the step function

\[
J_S(x) := -\log \frac{\lfloor x k_n \rfloor}{k_n} - 1 = -\log \frac{i}{k_n} - 1, \quad \frac{i-1}{k_n} < x \leq \frac{i}{k_n}, \quad i = 1, \ldots, k_n,
\]

and set \( x_{J_S} := e^{-1} \). Then \( w_{i,n}(J_S) = 1 \), and therefore we get the original least-squares estimator \( \hat{\alpha}_n^{(S)} \). For the sake of technical simplicity we will consider a class of smooth weight functions \( \{J(x) : 0 < x \leq 1\} \), which preserves the properties of the function \( J_0(x) := -\log x - 1 \approx J_S(x) \), described by the following

CONDITIONS. (i) \( \int_0^1 J(x) dx = 0 \).

(ii) \( J(\cdot) \) is non-increasing on \((0, 1]\) such that \( \lim_{x \downarrow 0} J(x) > 0 \) and \( J(1) < 0 \)
(iii) The derivative $J'(\cdot)$ is monotone on $(0, 1]$.
(iv) $\sup_{0 \leq x \leq 1} x |J'(x)|$ is finite.
(v) The integral $\int_0^1 x^{-(1/2) - \gamma} |J(x)| \, dx$ is finite for some $\gamma > 0$.

Condition (ii) forces $\gamma \in (0, 1/2)$ in (v). Assume that $y_j$ satisfies $J(y_j) = 0$. Then the $x_j$ appearing in $w_{i,n}(J)$ has to be close to $y_j$. Observe that, for any number $c_n$,

$$\tilde{\alpha}_n^{(W)}(k_n) = \frac{\sum_{i=1}^{k_n} \left( w_{i,n}(c_n + \log(n/i)) - w_{i,n}(\sum_{j=1}^{k_n} w_{j,n})(c_n + \log(n/j)) \right) \log X_{n+1-i,n}}{\sum_{i=1}^{k_n} w_{i,n}(c_n + \log(n/i))^2 \left( \sum_{i=1}^{k_n} w_{i,n}(c_n + \log(n/i))^2 \right)^{1/2}}.$$

Set

$$g_{n+1-i,n} := k_n \int_{(i-1)/k_n}^{i/k_n} J(x) \, dx$$

and choose

$$c_n := \log x_j + \log \frac{k_n}{n}.$$

Then we have

$$\sum_{i=1}^{k_n} w_{i,n}(c_n + \log(n/i)) = \sum_{i=1}^{k_n} g_{n+1-i,n} = k_n \int_0^1 J(x) \, dx = 0,$$

resulting in

$$\tilde{\alpha}_n^{(W)}(k_n) = \frac{\sum_{i=1}^{k_n} g_{n+1-i,n} \log X_{n+1-i,n}}{\sum_{i=1}^{k_n} g_{n+1-i,n} \log (k_n/i)}.$$

So we see that the final estimate $\tilde{\alpha}_n^{(W)}(k_n)$ does not depend on the shift parameter $x_j$ within the class of shift parameters specified above.

Introducing $Q(s) := \inf \{ x : F(x) \geq s \}$, $0 < s \leq 1$, $Q(0) := Q(0+)$, the inverse or quantile function of $F$, and letting $Q(1-s-)$ denote the left-continuous version of the right-continuous function $Q(1-s)$, $0 < s < 1$, it is well known that $F \in \mathcal{R}_a$ if and only if, for some function $L(\cdot)$ slowly varying at zero,

$$Q(1-s-) = s^{-a} L(s), \quad 0 < s < 1,$$

(1.3)

Let \( \Rightarrow \) denote convergence in distribution and let \( \mathcal{N}(\mu, \sigma^2) \) be the normal distribution with mean $\mu \in \mathbb{R}$ and variance $\sigma^2 > 0$, and define $u \wedge v = \min(u, v)$ and $u \vee v = \max(u, v)$. Understanding limiting and order relations and asymptotic equalities $\sim$ as $n \to \infty$ throughout if not specified otherwise, we can state now the main limit theorem of the paper. All the proofs are in the fourth section.

**Theorem 1.1.** If $k_n$ is any sequence of positive integers such that (1.2) holds, then, whenever $F \in \mathcal{R}_a$ for some $\alpha \in (0, \infty)$,

$$k_n^{1/2} \{ \tilde{\alpha}_n^{(W)}(k_n) - \mu_n^{(W)}(k_n) \} \Rightarrow \mathcal{N}(0, \sigma_n^2),$$
where, with \( \tau(J) := -\int_0^1 J(v) \log v \, dv \),

\[
\sigma_J^2 := \frac{1}{\tau^2(J)} \int_0^1 \int_0^1 \frac{u \wedge v}{uv} J(u) J(v) \, du \, dv
\]

and \( \mu_n^{(w)}(k_n) := n(\tau(J) k_n)^{-1} \int_0^{k_n n} J(nt/k_n) \log Q(1-t-) \, dt \to \alpha \).

In Theorem 1.1 we do not need the restriction \( k_n / \log^4 n \to \infty \) as in Theorem 1.1 of Csörgő and Viharos [9]. The reason is that Theorem 1.1 above deals with estimators \( \hat{\delta}_n^{(w)}(k_n) = \hat{\delta}_n^{(w)}(k_n, J) \) with smooth weight functions \( J \) satisfying conditions (i)–(v). On the other hand, Theorem 1.1 of [9] deals with \( \hat{\delta}_n^{(S)} = \hat{\delta}_n^{(w)}(k_n, J_S) \) with the step function \( J_S \) not satisfying conditions (i)–(v). The proof of Theorem 1.1 of [9] is partly based on the step

\[
k_n^{1/2} (\hat{\delta}_n^{(w)}(k_n, J_S) - \hat{\delta}_n^{(w)}(k_n, J_0)) = o_P(1),
\]

where \( J_0(x) = -\log x - 1 \) satisfies conditions (i)–(v). This step requires the growth condition \( k_n / \log^2 n \to \infty \) (cf. the notice preceding Lemma 5.4 of Csörgő and Viharos [9]). After this step, asymptotic normality of \( \hat{\delta}_n^{(w)}(k_n, J_0) \) is established, which is the main point of the proof of Theorem 1.1 of [9].

2. Asymptotic mean square errors. The theorem above suggests defining the asymptotic mean square error of \( \hat{\delta}_n^{(w)}(k_n, J) \) as

\[
M_n^{(w)} = M_n^{(w)}(k_n, J) := b_n^2(k_n) + \sigma_J^2 k_n^{-1} \quad \text{for some } b_n(k_n) \sim \{ \mu_n^{(w)}(k_n) - \alpha \};
\]

the sum of the asymptotic squared bias and variance (cf. Csörgő and Viharos [9], Section 4). We shall discuss the behavior of \( M_n^{(w)} \) in a submodel of (1.3) studied by Beirlant et al. [2], restricting \( L \) to satisfy

\[
(2.1) \quad \frac{L(st)/L(s) - 1}{g(s)} = t^{-q-1} + o(t), \quad \text{where } \lim_{t \to 0} \delta_t(s) = 0 \text{ for all } t > 0,
\]

for some rate function \( g(\cdot) \) of constant sign and some constant \( q \leq 0 \), where \( (t^{-q-1})/g \) is understood as \(-\log t \) if \( g = 0 \). Condition (2.1) implies that \( g(\cdot) \) is regularly varying at zero with index \(-q \in RV_{-q-1}^\infty(\cdot) \) and there exists a positive decreasing function \( h(\cdot) \) regularly varying at infinity with index \( 2q - 1 \) \((h(\cdot) \in RV^\infty_{2q-1} \cdot)\) such that

\[
(2.2) \quad g^2(1/t) \sim \int_t^\infty h(s) \, ds \quad \text{as } t \to \infty,
\]

where for \( q = 0 \) we assume \( \lim_{s \to 0} g(s) = 0 \) and \( g^2(1/t) \) is asymptotic to a non-increasing function as \( t \to \infty \) (see Dekkers and de Haan [11], Lemma 2.8). To evaluate the asymptotic mean square error, we need further conditions on the underlying distribution which control the speed of convergence in (2.1):

\[
(2.3) \quad \lim_{t \to 0} \sup_{s} t^{\alpha} |\delta_t(s)| = 0 \quad \text{and} \quad \lim_{t \to 0} \sup_{s} t^{\alpha} \left| \log \frac{L(st)/L(s)}{L(s)} \right| = 0
\]
for some constants $\lambda, \mu \geq 0$ and $b > 0$. Define

$$J_\vartheta(x) = (\vartheta + 1) \vartheta^{-1} -(\vartheta + 1)^2 \vartheta^{-1} x^\vartheta$$

for any $\vartheta > 0$,

and set

$$J_0(x) := \lim_{\vartheta \downarrow 0} J_\vartheta(x) = -\log x - 1.$$ 

Then $\{J_\vartheta : \vartheta \geq 0\}$ is a subclass of weight functions satisfying conditions (i)–(v) of Section 1. Note that $\tau(J_\vartheta) = 1$ and $\tau_2(J_\vartheta) = (2\vartheta + 2)/(2\vartheta + 1)$ for all $\vartheta \geq 0$. Set $q_\vartheta(t) := (t^{-\vartheta} - 1)/\vartheta$ for $\vartheta > 0$ and $q_0(t) := -\log t$. The next theorem gives the optimal weight function $J_\vartheta$ in the model given in (2.1)–(2.3).

**Theorem 2.1.** Assume that (2.1), (2.2) and (2.3) hold with some $q \leq 0$, some rate function $g(\cdot)$, and some constants $\lambda, \mu \geq 0$, $\lambda + \mu \in [0, 2^{-1} + v)$, and $b = 1$, where $v$ is specified in condition (v). For $q = 0$ suppose that $\lim_{s \downarrow 0} g(s) = 0$ and $g^2(1/s)$ is asymptotic to a non-increasing function at $t \to \infty$. Then

$$M_n^{(W)} = g^2 \left( k_n \right) B_{J,e} + \frac{\sigma_j^2}{k_n} = g^2 \left( \frac{k_n}{n} \right) \left( \frac{1}{\tau(J)} \int_0^1 q_e(v) J(v) \, dv \right)^2 + \frac{\sigma_j^2}{k_n},$$

and the optimal $k_n$ is determined asymptotically by

$$k_n = k_n^* := \left[ \frac{n}{h^-(x^2 \sigma_j^2/(nB_{J,e}) \right]},$$

where $[ \cdot ]$ denotes integer part, $h^-(\cdot)$ is the generalized inverse of $h(\cdot)$. Moreover, if $q < 0$, then

$$M_n^{(W)}(k_n^*) \sim (\lambda \sigma_j)^4 \lambda^{(2\varpi - 1)} B_{J,e}^{1/(1 - 2\varpi)} \left( 1 - \frac{1}{2\varpi} \right) h^-(1/n) = : \tilde{M}_n^{(W)}(k_n^*),$$

and

$$\min_{\vartheta \geq 0} \tilde{M}_n^{(W)}(k_n^*, J_\vartheta) = \tilde{M}_n^{(W)}(k_n^*, J_{-\vartheta}).$$

If $q = 0$ and $\left( k_n g^2(k_n/n) \right)^{-1} \rightarrow 0$, then $M_n^{(W)} \sim g^2(k_n/n)$.

We conjecture that the $J_{-\vartheta}$ in Theorem 2.1 is optimal over the whole class of weight functions specified by conditions (i)–(v) above. To compare $\tilde{M}_n^{(W)}$ to the class of kernel estimators, we generalize Theorem 5 of Csörgő et al. [5] for the model given in (2.1)–(2.3) (cf. the first example in the next section). We use almost the same conditions on the kernel function $K$ assuming left-continuity instead of right-continuity in (H2) to involve the $K(v) = 1_{[0 < v < 1]}$ Hill case in the restricted class (cf. Csörgő and Viharos [10], Section 2.2):

(H1) $K(u) \geq 0$ for $0 < u < \infty$.

(H2) $K(\cdot)$ is non-increasing and left-continuous on $(0, \infty)$.

(H3) $\int_0^\infty K(v) \, dv = 1$.

(H4) $\int_0^\infty v^{-1/2} K(v) \, dv < \infty$.

(H5) There exists a $0 < \Lambda < \infty$ such that $K(u) = 0$ for $u > \Lambda$. 


(H6) There exists a $0 < A < \infty$ such that $dK(u)/du = k(u)$ is defined for $u > A$ and $\lim_{u \to \infty} u^{3/2} k(u) = 0$.

Besides (2.1)–(2.3) we assume the following conditions on the underlying distribution:

(D1) The quantile function in (1.3) satisfies $Q(0) = 1$.

(D2) (i) In the Karamata representation given in (4.2) below, one has either (H5) is satisfied and $a(s) = a_0$ for $0 < s < \varepsilon$ for some $\varepsilon > 0$, or $a(s) = a_0$ for $0 < s \leq 1$.

(ii) One has either (H6) is satisfied, or the function $b(\cdot)$ in (4.2) may be chosen such that $b(\cdot)$ is bounded on $(0, 1)$.

**Theorem 2.2.** Assume that the conditions (H1)–(H5) and (D1)–(D2), and all the conditions of Theorem 2.1 above are satisfied for the underlying distribution, restricting this time $\lambda + \mu$ from $[0, 2^{-1} + \nu]$ to the interval $[0, 2^{-1}]$ and changing $b = 1$ to $b = \Lambda$. Then the asymptotic mean square error of $\hat{\sigma}_n^{(K)}$ is given by

$$M_n^{(K)} = g^2 \left(\frac{k_n}{n} \right) D_{K, \varepsilon} + \frac{\sigma^2 \sigma_k^2}{k_n} = g^2 \left(\frac{k_n}{n} \right) \left( \int_0^\Lambda v^{-\varepsilon} K(v) dv \right)^2 + \frac{\sigma^2 \Lambda}{k_n} \int_0^\Lambda K^2(v) dv.$$

The optimal $k_n$ is determined asymptotically by

$$k_n = k_n^\circ = \sqrt{n \left( (\alpha^2 \sigma_k^2)/nD_{K, \varepsilon} \right)} .$$

Moreover, if $\varrho < 0$, then

$$M_n^{(K)}(k_n^\circ) \sim (\alpha \sigma_k)^{4\varepsilon/(2\varepsilon - 1)} D_{K, \varepsilon}^{1/(1-2\varrho)} \left(1 - \frac{1}{2\varrho} \right) \frac{h^- (1/n)}{n},$$

and the optimal $K(\cdot)$ is given by

$$K_\varepsilon^*(v) = \frac{\varrho - 1}{\varrho} \left(\frac{2\varrho - 1}{2\varrho - 2} \right)^{1-\varrho} \left\{ \frac{2\varrho - 2}{2\varrho - 1} - \nu^{-\varrho} \right\}$$

if $0 < \nu < (2-2\varrho)/(1-2\varrho)$, $K_\varepsilon^*(v) = 0$ otherwise. If $\varrho = 0$ and $(k_n g^2(k_n/n))^{-1} \to 0$, then $M_n^{(K)} \sim g^2(k_n/n)$.

The optimal kernel $K_\varepsilon^*$ has the same analytical form as the one obtained in the Hall model given in (3.1) below (cf. Theorem 5 of Csörgő et al. [5]). The optimal $J_\varrho = J_{-\varrho}$ also depends on the unknown nuisance parameter $\varrho$ so that further study is needed to find methods to pre-estimate $\varrho$ (cf. the discussion of the Hall example in the next section). Using Theorems 2.1 and 2.2, it is possible to compare $\hat{\sigma}_n^{(W)}(k_n^*, J)$ to $\hat{\sigma}_n^{(S)}(k_n^*)$, the Hill estimator and the optimal kernel estimator. For each of these, the corresponding smallest possible asymptotic mean square error $M_n$ under (2.1)–(2.3) is of the same order with the same leading constant $\alpha^4\varepsilon/(2\varepsilon - 1)$, so the comparison can be made by means of the corresponding functions

$$m(\varrho) = \lim_{n \to \infty} M_n n/(\alpha^4\varepsilon/(2\varepsilon - 1) h^- (1/n)), \quad \varrho < 0.$$
Figure 1, drawn by the mathematical program package Maple V, depicts the $m(\varrho)$ of $\hat{a}_{n}^{(s)}(k_{n}^{*})$, of the optimal Hill estimator $\hat{a}_{n}^{(H)}(k_{n}^{*})$ and of $\hat{a}_{n}^{(W)}(k_{n}^{*}, J_{\varrho})$ for $\varrho = 1/2, 1, 2, 3, -\varrho$ tagged by the corresponding values of $\varrho$ of the five weight functions $J_{\varrho}$ considered, as they leave the picture. As was pointed out by Csörgő and Viharos [10], the $m(\varrho)$ of $\hat{a}_{n}^{(W)}(k_{n}^{*}, J_{-\varrho})$ is identical to that of the optimal kernel estimator so that the latter is not included separately in Figure 1. It can be calculated that $\lim_{\varrho \to -\infty} m(\varrho) = 2$ for $\hat{a}_{n}^{(s)}(k_{n}^{*})$, $\lim_{\varrho \to -\infty} m(\varrho) = (2\varrho + 2)/(2\varrho + 1)$ for $\hat{a}_{n}^{(W)}(k_{n}^{*}, J_{\varrho}), \varrho \geq 0$, and $\lim_{\varrho \to -\infty} m(\varrho) = 1$ for $\hat{a}_{n}^{(W)}(k_{n}^{*}, J_{-\varrho}), \hat{a}_{n}^{(H)}(k_{n}^{*})$ and for the optimal kernel estimator. The optimal estimator $\hat{a}_{n}^{(W)}(k_{n}^{*}, J_{-\varrho})$ is uniformly better than the other estimators studied in Figure 1. These coincide with the finding in Csörgő and Viharos [9].

3. Examples. In this section we study two submodels satisfying the conditions of Theorems 2.1 and 2.2. Hall [13] and Csörgő et al. [5], Theorem 5, investigated the asymptotic normality of the Hill estimator in the model given by

\begin{equation}
L(s) = D_{1}[1 + D_{2}s^{\beta}\{1 + o(1)\}] \quad \text{as} \quad s \to 0,
\end{equation}

where $D_{1} > 0, D_{2} \neq 0$ and $\beta > 0$ are constants. In some practical situations the parameters $D_{1}, D_{2}, \beta$ can be previously estimated from a given sample (cf. Csörgő et al. [5] and Hall [13]). This is a submodel of (2.1) corresponding to $g(s) = -\beta D_{2}s^{\beta}$ and $\varrho = -\beta$, and, by a routine calculation, satisfying (2.3) with any $b > 0$ and $\lambda, \mu \geq 0$. This restricted model contains those distributions for which the corresponding function $\hat{L}(s)$ (or equivalently $l(x)$) is nearly constant.
for small s (for large x). Plots of the graph of $x^{1/a_n} \{1 - \hat{F}_n(x)\}$ for large x, with preliminary estimates $\hat{a}_n$, maybe helpful in exploring this. In this case, based on Figure 1, it is reasonable to use $\hat{a}_n^{(w)}$ with some $\vartheta \geq 1$.

Next we discuss another model containing a typical family of $L$ functions that are not bounded near zero, given by $L(s) = L_{\gamma}(s):= \exp\{\log^\gamma(1/s)\}$, $0 < \gamma < 1$, taken from Bingham et al. [3], p. 16. This model, by a routine calculation, corresponds to $g(s) = \gamma \log^{\gamma - 1}(1/s)$ and $\vartheta = 0$ in (2.1). This sub-model also satisfies (2.3) with any positive constants $b$, $\lambda$ and $\mu$, as a tedious calculation shows. From Theorems 2.1 and 2.2 we know that this time

$$M_n \sim \gamma^2 \log^{2\gamma - 2}(n/k_n) \quad \text{if } \log^{2 - 2\gamma}(n/k_n)/k_n \to 0$$

for all the estimators under investigation. Define

$$A_t(L):= (\tau(J))^{-1} \int_0^1 J(v) \log L(vt) \, dv.$$

By calculation from (1.3) we obtain

$$\mu_n^{(w)}(k_n) = \frac{1}{\tau(J)} \int_0^1 J(v) \log L \left( \frac{v}{n} \right) \, dv = A_{k_n/n}(L). \quad (3.2)$$

To see differences within this model between the original least-squares estimator and the weighted versions, we shall study for finite $n$ the behavior of the asymptotic mean square error

$$\tilde{M}_n^{(w)}(k_n, J, L, \alpha):= A_{k_n/n}^2(L) + \alpha^2 \sigma_j^2 k_n^{-1}.$$

Introduce the function $M_n^{*}(t; J, L, \alpha):= A_t^2(L) + \alpha^2 \sigma_j^2 t^{-1} n^{-1}, 0 < t < 1$, and notice that

$$\tilde{M}_n^{(w)}(k_n, J, L, \alpha) = M_n^{*}(k_n/n; J, L, \alpha)$$

for any $L$ in (1.3) and any $k_n$ as in (1.2).

Figure 2 contains the graphs of $M_{500}^{*}(t; J_0, L_{\gamma}, 1),$ $t \in (0.01, 0.36)$, for $\gamma = 1/4, 1/2, 2/3, 3/4$ in dotted curves, tagged by the corresponding $\gamma$ values of the four slowly varying functions considered. These curves correspond to $\hat{a}_n^{(S)}$. Figure 2 also contains the graphs of $M_{500}^{*}(t; J_{\vartheta}, L_{\gamma}, 1),$ $\gamma = 1/4, 1/2, 2/3, 3/4,$ for $\vartheta = 0.05, 0.2, 0.5, 1$ in solid curves. For each $\gamma$ investigated, the corresponding curves for the different $\vartheta$ values are close to each other. As numerical evaluation shows, for $\gamma = 1/2$ and $\gamma = 2/3$, the absolute minima of the curves become smaller and smaller as the value of $\vartheta$ increases, albeit the decreases are hardly noticeable. For $\gamma = 1/4$ the minima are approximately the same, while for $\gamma = 3/4$ the estimator $\hat{a}_n^{(S)}$ is slightly better than $\hat{a}_n^{(w)}$. So there is a slight advantage of the use of the weights for $\gamma$ values less than 3/4. For $\vartheta > 1$ the minima shift more and more upwards as the value of $\vartheta$ increases. From these two examples we conclude that the choice $\vartheta = 1$ appears to be reasonable for bounded and unbounded functions $L$ as well.
Fig. 2. The curves of $M_{s_{00}}(t; J_{\varnothing}, L_n, 1)$ for $\varnothing = 0.05, 0.2, 0.5, 1$ (solid) and $\varnothing = 0$ (dotted), $\gamma = 1/4, 1/2, 2/3, 3/4$

For sample sizes $n = 400, 300, 200, 100$ the curves shift more and more upwards, but the whole global picture remains the same. Based on these and additional figures belonging to further slowly varying functions as in Csörgö and Viharos [9], the following pragmatic rule of thumb appears reasonable for estimating $\alpha$ near 1 using the weight function $J_{\varnothing} = J_{1}$: For $100 < n < 300$ use $\hat{\sigma}_n^{(W)}(k_n)$ with $7n/100 \leq k_n \leq 26n/100$, and for $300 \leq n \leq 3000$ use $\hat{\sigma}_n^{(W)}(k_n)$ with $6n/100 \leq k_n \leq 25n/100$. Several rules may be formulated for the adaptive choice of $k_n$ within the indicated ranges. For example, choose that $k_n$ for which $\hat{\sigma}_n^{(W)}(k_n)$ and $\hat{\sigma}_n^{(S)}(k_n)$ are the closest to each other; this is a part of the suggested rule and it uniquely determines the choice of a data-driven $k_n$ for $n \geq 100$. From a further study as in Csörgö and Viharos [9], Section 4, it follows that this rule of thumb can be extended to the range $0 < \alpha \leq 2$, which range appears to cover all cases that are important in practice.

Various adaptive versions of both the present weighted least-squares and the kernel estimators are proposed in Csörgö and Viharos [10] and are investigated in an extensive simulation study. These are based on the respective classes $\{J_{\varnothing}: \varnothing \geq 0\}$ and $\{K_{\varnothing}: \varnothing \leq 0\}$ of weight and kernel functions, suggested by Theorems 2.1 and 2.2, and the procedures provide data-driven choices of both $k_n$ and the shape parameter $\varnothing$ in both cases.

4. Proofs. Throughout, Csörgö and Viharos are abbreviated to CsV, and $\equiv$ denotes distributional equality. We use the convention $\int_a^b = \int_{[a,b]}$ when we integrate with respect to a left-continuous integrator if not specified otherwise.
To prove Theorem 1.1, we use the probability space constructed by Csorgő et al. [4]. It carries a sequence \( \{U_{n}\}_{n=1}^{\infty} \) of independent random variables uniformly distributed on (0, 1), with \( U_{1,n} \leq \ldots \leq U_{n,n} \) as the order statistics of \( U_1, \ldots, U_n \), and a sequence \( \{B_n(t) : 0 \leq t \leq 1\}_{n=1}^{\infty} \) of Brownian bridges such that, letting

\[
G_n(s) := n^{-1} \sum_{k=1}^{n} I \{U_k \leq s\}, \quad 0 < s < 1,
\]

and

\[
U_n(s) := U_{k,n}, \quad (k-1)/n < s < k/n, \quad k = 1, \ldots, n,
\]

and putting

\[
\beta_n(s) := n^{1/2} \{G_n(s) - s\} \quad \text{and} \quad \gamma_n(s) := n^{1/2} \{s - U_n(s)\}
\]

for the respective uniform empirical and quantile processes, we have

\[
\sup_{\zeta/n \leq s \leq 1 - (\zeta/n)} \left| \frac{|\beta_n(s) - B_n(s)|}{s(1-s)^{1/2 - \gamma}} \right| = o_P \left( \frac{1}{n^\gamma} \right),
\]

\[
\sup_{\zeta/n \leq s \leq 1 - (\zeta/n)} \left| \frac{|\gamma_n(s) - B_n(s)|}{s(1-s)^{1/2 - \alpha}} \right| = o_P \left( \frac{1}{n^{\alpha}} \right)
\]

for any fixed \( \theta \in [0, 1/4], \alpha \in [0, 1/2] \) and \( \zeta > 0 \).

Set \( \bar{\alpha}_n := (\tau(J)k_n)^{-1} \sum_{i=1}^{k_n} g_{n+1-i,n} \log X_{n+1-i,n} \), where \( \tau(J) \) is defined in Theorem 1.1. The next proposition states that \( \bar{\alpha}_n \) is an equivalent version of \( \bar{\alpha}_n^{(W)} \) in Theorem 1.1.

**Proposition 4.1.** Assume that the conditions of Theorem 1.1 are satisfied. Then

\[
k_n^{1/2} \{\bar{\alpha}_n - \mu_n^{(W)}(k_n)\} \xrightarrow{d} \mathcal{N}(0, \sigma^2 \bar{\alpha}_n^2)
\]

and

\[
\frac{1}{\tau(J)k_n} \sum_{i=1}^{k_n} g_{n+1-i,n} \log \frac{k_n}{i} = 1 + o(k_n^{-1/2}).
\]

**Proof.** The proof of the first statement follows the general outline of the proof of Theorem 1.1 of CsV [9]. The difficult point in the present case is to handle a whole class of weight functions \( \{J\} \) instead of the single one

\[
J_n(x) = -\log \left( \frac{x k_n}{k_n} \right) - 1.
\]

Set \( g(t) := \log Q(1-t-\cdot) \) and introduce the modified centering sequence

\[
\bar{\mu}_n := \left( \tau(J) \right)^{-1} \left\{ nk_n \sum_{i=1}^{k_n} g_{n+1-i,n} \log \frac{k_n}{i} \right\}.
\]

Further, let \( G_n^*(s) := \{G_n(s) \wedge (1-n^{-1})\} \wedge n^{-1} \) and, for \( 1 \leq m \leq r \leq n,

\[
\Theta_n(m, r) := -\int_{m/n}^{r/n} \int_{n t/k_n}^{n t/k_n} J(s) ds \, dg(t), \quad V_n(m) := \int_{m/n}^{r/n} \int_{n t/k_n}^{n t/k_n} J(s) ds \, dg(t).
\]
Fix any integers \( m \) and \( l \) such that \( 1 \leq m \leq l \leq k_n \). Then we obtain

\[
\tau(J) (\bar{\theta}_n - \bar{\mu}_n) = \Theta_n(1, m) - V_n(1) + R_n + \Theta_n(m, l) + V_n(k_n) + \Theta_n(l, k_n)
\]

as an analogue of (5.6) in CsV [9], where

\[
R_n = g_n \{ g(U_1, n) - g(1/n) \} / k_n = C_P (g_n, n/k_n)
\]

by an application of Lemma 5.4 (iv) in CsV [9]. Using condition (v), we obtain

\[
g_{n, n} = k_n \left\{ \int_{0}^{1/k_n} J(x) \, dx \right\} = k_n \left\{ \int_{0}^{1/k_n} x^{(1/2)} \cdot x^{-(1/2) - 1} \cdot J(x) \, dx \right\}
\]

whence \( R_n = C_P (k_n^{-1/2} - \gamma) \). Next we show that \( \Theta_n(m, l) = C_P(J(1/k_n)/k_n) \) for any fixed \( 1 \leq m < l \). It is well known that

\[
(U_{i, n} : i = 1, \ldots, n) \overset{d}{=} (S_i / S_{n+1} : i = 1, \ldots, n),
\]

where \( S_i = Y_1 + \ldots + Y_i \) for some \( Y_1, Y_2, \ldots \) independent exponentially distributed random variables with mean one. Then

\[
\{ nG_n(v/n) : 0 \leq v < n \} \overset{d}{=} \{ N(vS_{n+1}/n) : 0 \leq v < n \},
\]

where \( N(\cdot) \) is a Poisson process with jump points \( S_1, S_2, \ldots \) Set \( f_s(v) = g(sv) - g(s) \) and notice that (1.3) implies \( f_s(v) \to \log v^{2/3} \) as \( s \to 0 \) for every \( v > 0 \) by applying Lemma 5.4 (iv) in CsV [9]. Let us define \( y_j = \inf \{ y : J(y) = 0 \} > 0 \). On the event

\[
E_n^* = \{ nG_n^*(v/n)/k_n < y_j \} \cap \{ l/n < U_{n, n} \},
\]

for some \( t_n(v) \) between \( nG_n^*(v/n)/k_n \) and \( v/k_n \), for which necessarily \( J(t_n(v)) > 0 \), we have

\[
|\Theta_n(m, l)| = \int_{\frac{m}{k_n}}^{\frac{l}{k_n}} J(s) \, ds \, dg(v/n) \leq \int_{\frac{m}{k_n}}^{\frac{l}{k_n}} \frac{n}{k_n} G_n^*(v/n)(v/k_n) \left( J(t_n(v)) \right) d(-g(v/n))
\]

\[
\leq J(1/k_n) \int_{\frac{m}{k_n}}^{\frac{l}{k_n}} \left| \frac{n}{k_n} G_n^*(v/n)(v/k_n) \right| d(-g(v/n)),
\]

where the right-hand side equals in distribution

\[
J(1/k_n) \int_{\frac{m}{k_n}}^{\frac{l}{k_n}} (N(vS_{n+1}/n) \vee 1) - v \right| d(-f_{1/n}(v)) = C_P \left( J(1/k_n) \right).
\]

Since \( P \{ E_n \} \to 1 \), we indeed have \( \Theta_n(m, l) = C_P(J(1/k_n)/k_n) \), and similarly one can prove that \( V_n(1) = C_P(J(1/k_n)/k_n) \). Using an argument similar to that in the proof of Theorem 1.1 of CsV [9], we also have \( V_n(k_n) = o_P(k_n^{-1/2}) \) and \( k_n^{1/2}(\bar{\mu}_n - \mu_n^{h'}) = o(1) \). These steps heavily rely on conditions (i)-(v) described for the weight function \( J \). Next observe that \( t_{1/2} J(t) = o(1) \) as \( t \to 0 \) by condition (v).
Then by a diagonal selection procedure, similar to the one used in the proof of Theorem 1 in Csörgő et al. [6], we can construct sequences \( 1 \leq m_n \leq l_n \leq k_n \) such that \( m_n \to \infty \), \( l_n/m_n \to \infty \), \( k_n/l_n \to \infty \) and \( k_n^{1/2} A_n(m_n, l_n) = o_p(1) \). It follows that

\[
\frac{1}{k_n^{1/2}} \tau(J)(\tilde{\sigma}_n - \tilde{\mu}_n) = \frac{1}{k_n^{1/2}} \Theta_n(l_n, k_n) + o_p(1),
\]

and an argument as in the proof of Lemma 2 in Višnjaros [18] and the approximations (4.1) give

\[
\frac{1}{k_n^{1/2}} \Theta_n(l_n, k_n) = N_n + o_p(1),
\]

where \( N_n := \left(-\frac{n}{k_n}\right)^{1/2} \int_{t/n}^{k_n/n} B_n(t) J(nt/k_n) \, dg(t) \) is a normal random variable with mean zero and variance

\[
E(N_n^2) = \frac{1}{2} \int \int (u \wedge v) J(u) J(v) \, d\log u \, d\log v \cdot \cdot \cdot
\]

(cf. the proof of Theorem 1.1 of CsV [9]). Thus

\[
k_n^{1/2} \{\tilde{\sigma}_n(k_n) - \hat{\mu}^{(W)}(k_n)\} = (\tau(J))^{-1} N_n + o_p(1)
\]

by using \( k_n^{1/2} (\tilde{\mu}_n - \hat{\mu}^{(W)}) = o(1) \), which proves the first statement of the proposition.

To prove the second half of the statement write

\[
\sum_{i=1}^{k_n} g_{n+1-i,n} \log(k_n/i) \frac{1}{\tau(J)k_n} = -\frac{1}{\tau(J)} \sum_{i=2}^{k_n} \int_{x_n/k_n}^{i/k_n} \frac{1}{x} \log(x) \, dx = \frac{1}{\tau(J)} \frac{\xi_n}{\tau(J)}
\]

and note that \( \sup_{x_n^{-1} \leq x \leq 1} |J(x)| = O\left(J(1/k_n)\right) \) and \( \log x \leq x - 1 \) for all \( x > 0 \). Thus

\[
|\xi_n| \leq O\left(J(1/k_n)\right) \sum_{i=2}^{k_n} \int_{x_n/k_n}^{i/k_n} \left( \frac{i}{x} - 1 \right) \log(x) \, dx = O\left(J(1/k_n)\right) \sum_{i=2}^{k_n} \frac{1}{k_n} \left( \frac{i}{i-1} \right) = O\left(\frac{\log k_n}{k_n} \right) \left( J(1/k_n) \right).
\]

By conditions (ii) and (v) we have

\[
o(1) = \int_0^{1/k_n} x^{-(1/2) - v} J(x) \, dx \geq J(1/k_n) \int_0^{1/k_n} x^{-(1/2) - v} \, dx > J(1/k_n) \frac{1}{k_n^{1/2}} \log k_n
\]

for all \( n \) large enough. Hence \( \xi_n = o(k_n^{-1/2}) \). Finally, decompose \( \xi_n \) as

\[
\xi_n = \int_0^{1/k_n} J(x) \log \frac{1}{k_n} \, dx - \int_0^{1/k_n} J(x) \log x \, dx = : \xi_n^{(1)} - \xi_n^{(2)}.
\]
Then, for all \( n \) large enough,
\[
\left| \frac{\zeta_n^{(1)}}{\log k_n} \right| = \int_0^{1/k_n} J(x) \, dx \leq \int_0^{1/k_n} x^{(1/2)+\varepsilon} x^{-(1/2)-\varepsilon} J(x) \, dx
\]
\[
\leq \left( \frac{1}{k_n} \right)^{(1/2)+\varepsilon} \int_0^{1/k_n} x^{-(1/2)-\varepsilon} J(x) \, dx = o\left( k_n^{-(1/2)-\varepsilon} \right).
\]

A similar argument yields that \( \zeta_n^{(2)} = o\left( k_n^{-(1/2)-\varepsilon} \log k_n \right) \), which completes the proof. \( \square \)

**Proof of Theorem 1.1.** Based on Proposition 4.1, it is enough to prove that \( \mu_n^{(W)}(k_n) \to \alpha \). For \( L(s) \) in (1.3) we use the Karamata representation for slowly varying functions:
\[
L(s) = a(s) \exp \left\{ \int_0^1 \frac{b(u)}{u} \, du \right\}, \quad 0 < s < 1,
\]
where \( \lim_{s \to 0} a(s) = a_0 \) for some \( a_0 \in (0, \infty) \) and \( \lim_{s \to 0} b(s) = 0 \). The first equation in (3.1) in combination with condition (i) yields
\[
\tau(J)(\mu_n^{(W)}(k_n) - \alpha) = \int_0^1 J(s) \log \frac{a(sk_n/n)}{a_0} \, ds + \int_0^1 J(s) \left\{ \frac{k_n/n}{sk_n/n} \frac{b(u)}{u} \, du \right\} ds =: I_1 + I_2.
\]
From the equality
\[
I_1 + I_2 = \mathcal{C} \left( \sup_{0 < r \leq k_n/n} |\log(a(t)/a_0)| + \sup_{0 < r \leq k_n/n} |b(t)| \right)
\]
the theorem follows. \( \square \)

**Proof of Theorem 2.1.** In order to prove the first statement, we establish
\[
\tau(J)(\mu_n^{(W)}(k_n) - \alpha) \sim g(k_n/n) \int_0^1 q_\varepsilon(v) J(v) \, dv.
\]
Set
\[
\varepsilon(x) := (\log(1+x) - x)/x \quad \text{and} \quad f_n(v) := \{L(k_n/v)/L(k_n/n)\} - 1.
\]
Then, using (1.3), condition (i) and (2.1), we obtain
\[
\tau(J)(\mu_n^{(W)}(k_n) - \alpha) = \int_0^1 J(v) \log(1 + f_n(v)) \, dv = \int_0^1 J(v)f_n(v) \left[ 1 + \varepsilon(f_n(v)) \right] \, dv
\]
\[
= g(k_n/n) \int_0^1 J(v) \left( q_\varepsilon(v) + \delta_\varepsilon(k_n/n) \right) \left[ 1 + \varepsilon(f_n(v)) \right] \, dv.
\]
Set \( \eta_n(v) := \delta_\varepsilon(k_n/n) + q_\varepsilon(v) \varepsilon(f_n(v)) + \delta_\varepsilon(k_n/n) \varepsilon(f_n(v)) \). Then we get
\[
\frac{\tau(J)(\mu_n^{(W)}(k_n) - \alpha)}{g(k_n/n) \int_0^1 q_\varepsilon(v) J(v) \, dv} - 1 = \frac{\int_0^1 \eta_n(v) J(v) \, dv}{\int_0^1 q_\varepsilon(v) J(v) \, dv} \leq C \sup_{0 < t \leq 1} t^{(1/2)+\varepsilon} |\eta_n(t)|
\]
using condition (v) in the last step, where \( C > 0 \) is a constant. Noticing
that $|e(x)| \leq |\log(1+x)|$, $x > -1$, we see that condition (2.3) implies $\sup_{0 < t \leq 1} e^{1/2} \eta_n(t) \to 0$, which proves (4.3). To obtain the optimal $k_n$ replace $n/k_n$ by $t$ and write

$$M_n^{(W)} = M_n^{(W)}(t) = g^2(1/t) B_{J,q} + (t \alpha^2 \sigma_j^2/n).$$

By Lemma 2.8 of Dekkers and de Haan [11], $M_n^{(W)}(t)$ is minimized by

$$t = t^* = n/k_n^* \sim h^*(\alpha^2 \sigma_j^2/(n B_{J,q})), \quad \text{from which} \quad (2.4) \quad \text{follows.}$$

For $q < 0$, by $h(\cdot) \in RV_{2g-1}^\infty$, we have

$$h^* \left( \frac{1}{t^*} \right) \sim \frac{1}{2q} \alpha^2 \sigma_j^2 h^\prime \left( \frac{\alpha^2 \sigma_j^2}{n B_{J,q}} \right) \sim -\frac{\alpha^2 \sigma_j^2}{2q B_{J,q} k_n^*}.$$

Hence

$$M_n^{(W)}(k_n^*) = -\frac{\alpha^2 \sigma_j^2}{2q k_n^*} \left( 1 + o(1) \right) + \frac{\alpha^2 \sigma_j^2}{k_n^*} \sim \frac{\alpha^2 \sigma_j^2}{k_n^*} \left( 1 - \frac{1}{2q} \right).$$

Using $h^*(\cdot) \in RV_{2g-1}^\infty$, we easily get (2.5). The optimal $J_q$ can be obtained by calculating the first and second derivatives of $\tilde{M}_n^{(W)}(k_n^*, J_q)$ in (2.5) with respect to $t$. If $q = 0$, then $B_{J,q} = 1$, which implies the last statement.

Proof of Theorem 2.2. The asymptotic squared bias and variance of $\hat{\theta}_n^{(K)}$ are given by $(\int_0^A K(v) b(k_n v/n) dv)^2$ and $\alpha^2 k_n^{-1} \int_0^A K^2(v) dv$, respectively, where $b(\cdot)$ is defined in (4.2) (cf. Theorems 1 and 5 in Csorgo et al. [5]; they do not formally include the factor $\alpha^2$ in their variance term). In the rest of the paper we use the integral convention $\int_0^A = \int_{[0,A]}$ and Lemma 1 of Csorgo et al. [5] were used in the last step. Similarly, by partial integration,

$$\int_0^A v^{-\alpha} K(v) dv = -\int_0^A v K(v) d \eta_\alpha(v) = \int_0^A q_\alpha(v) d(v K(v)).$$

Hence, as in the proof of Theorem 2.1,

$$\left| \frac{\int_0^A K(v) b(k_n v/n) dv}{g(k_n/n) \int_0^A v^{-\alpha} K(v) dv} - 1 \right| = \left| \frac{\int_0^A \log \frac{L(k_n v/n)}{L(k_n/n)} d(v K(v))}{g(k_n/n) \int_0^A q_\alpha(v) d(v K(v))} - 1 \right| = \left| \frac{\int_0^A \eta_\alpha(v) d(v K(v))}{\int_0^A q_\alpha(v) d(v K(v))} \right| \leq \frac{\int_0^A \eta_\alpha(v) K(v) dv + \left| \int_0^A \eta_\alpha(v) v d K(v) \right|}{\int_0^A q_\alpha(v) d(v K(v))} = : \frac{A_{n1} + A_{n2}}{\int_0^A q_\alpha(v) d(v K(v))}.$$
where we used the equation \( d(vK(v)) = K(v) dv + vdK(v) \). Using condition (H4), we obtain \( A_{n1} \leq C \sup_{0 < t \leq A} t^{1/2} |\eta_n(t)| \) for some constant \( C \). Partial integration, condition (H4) and Lemma 1 of Csörgő et al. [5] imply that the integral \( \int_0^A t^{1/2} dK(v) \) is finite, and hence \( A_{n2} \leq C' \sup_{0 < t \leq A} t^{1/2} |\eta_n(t)| \) for some constant \( C' \). As in the proof of Theorem 2.1, by condition (2.3) we have \( \sup_{0 < t \leq A} t^{1/2} |\eta_n(t)| \to 0 \). The rest of the proof is the same as the proof of Theorem 2.1 above and the proof of Theorem 5 in Csörgő et al. [5] and, therefore, is omitted.
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