Abstract. Let \((\xi_n)\) be a sequence of random vectors with values in a Banach space \(X\) with distributions \(p_n\), weakly converging to a given distribution \(p\). We characterize a general form of a distribution of a weak limit of \(\xi_n\) in Banach space \(L_1(X)\) of Bochner integrable vectors. We show that the weak convergence of random vectors \((\xi_n)\) in \(L_1(X)\) implies that \(\|\xi_n(\omega) - \xi(\omega)\| \to 0\) stochastically. Moreover, the conditions \(\|\xi_n(\omega) - \xi(\omega)\| \to 0\) stochastically and \(\langle \xi_n(\omega) - \xi(\omega), x^* \rangle \to 0\) stochastically for any \(x^* \in X^*\) are equivalent.
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1. INTRODUCTION

The main goal of the paper is to investigate some general relations between weak convergence of Banach space valued random variables and their distributions. The advanced theory of probability in a Banach space often depends on its geometry. We formulate rather elementary results not depending on additional geometric conditions.

For a Banach space \((X, \| \cdot \|)\) the notion of weak convergence of \(X\)-valued random vectors has several aspects. For example, the following situations seem to be quite meaningful. For a sequence \((\xi_n)\) of random vectors in \(X\) it may happen that

(i) for any \(x^* \in X^*\), \(\langle \xi_n(\omega) - \xi(\omega), x^* \rangle \to 0\) for almost all \(\omega\);

(ii) for any \(x^* \in X^*\), \(\langle \xi_n - \xi, x^* \rangle \to 0\) stochastically;

(iii) assuming that \(\xi, \xi_n\) are Bochner integrable, for any \(x^* \in X^*\) and real-valued bounded random variable \(f\), we have the convergence of expectations

\[ E \langle \xi_n - \xi, x^* \rangle f \to 0; \]

* Research supported by KBN grant 2 P03A 023 15.
(iv) assuming that $\xi_n \in L_1(X)$, where $L_1(X)$ is the Banach space of Bochner integrable vectors, $\xi_n$ tends to $\xi$ in the weak topology in $L_1(X)$.

Interesting relations appear when we assume that distributions $p_{\xi_n}$ (of the vectors $\xi_n$) converge weakly to a distribution $p$ in $X$. Under this assumption we characterize all possible distributions of weak limits of $\xi_n$ (Theorem 4.1). We show that the weak stochastic convergence (condition (ii)) implies the norm stochastic convergence (Theorem 3.3). Moreover, the weak convergence in $L_1(X)$ (condition (iii) or (iv)) implies the stochastic norm convergence (Theorem 3.1).

2. NOTATION

Throughout, $X$ is a real separable Banach space (with the norm $\| \cdot \|$) and $X^*$ is its dual. For a probability space, say $(\Omega, \mathcal{F}, P)$, we use the following notation. $L_0(\Omega, \mathcal{F}, P; X)$ denotes the space of all $X$-valued random vectors $\xi$ on $(\Omega, \mathcal{F}, P)$, i.e. the maps $\xi: \Omega \to X$ such that $\xi^{-1} A \in \mathcal{F}$ for $A \in \text{Borel } X$ (X is always equipped with the norm topology). $p_\xi$ denotes the probability distribution of $\xi$, i.e. $p_\xi(A) = P(\xi^{-1} A)$ for $A \in \text{Borel } X$. $L_1(\Omega, \mathcal{F}, P; X)$ stands for the space of those vectors in $L_0(\Omega, \mathcal{F}, P; X)$ which are $P$-integrable in the sense of Bochner. We shall also write shortly $L_1(X)$ or $L_1(\Omega, X)$. The notation $L_\infty(X^*)$ or $L_\infty(\Omega, X^*)$ or $L_\infty(\Omega, \mathcal{F}, P; X^*)$ will be used for the completion of the space of linear combinations

$$\{g(\omega) = \sum_k x_k^* f_k(\omega); x_k^* \in X^*, f_k \in L_\infty(\Omega, \mathcal{F}, P)\}$$

under the norm $\|g\|_\infty = \sup_{\omega \in \Omega} \{\|g(\omega)\|_{X^*}\}$. We do not refer here to tensor products of spaces keeping all considerations in a rather elementary language.

For the norm in $L_1(\Omega, X)$ we set $\|\xi\|_1 = E(\|\xi\|) = \int_\Omega \|\xi(\omega)\| dP$.

The spaces $L_1(X)$ and $L_\infty(X^*)$ are in natural duality given by the formula

$$(\xi, \eta) = \int_\Omega \langle \xi(\omega), \eta(\omega) \rangle P(d\omega) \quad \text{for } \xi \in L_1, \eta \in L_\infty.$$ 

For $\xi, \xi_n \in L_1(\Omega, X)$, we say that $\xi_n$ tends weakly to $\xi$ if $(\xi_n, \eta) \to (\xi, \eta)$ for any $\eta \in L_\infty(\Omega, X^*)$. In other words, $\xi_n \to \xi$ in the $\sigma(L_1(X), L_\infty(X^*))$-topology.

For $\xi \in L_1(\Omega, \mathcal{F}, P; X)$ and any $\sigma$-field $\mathcal{G} \subset \mathcal{F}$, there exists a conditional expectation $E(\xi | \mathcal{G})$ uniquely defined, like in the classical case, by the conditions

$$E(\xi | \mathcal{G}) \in L_1(\Omega, \mathcal{G}, P; X),$$

$$\int_A \xi dP = \int_A E(\xi | \mathcal{G}) dP \quad \text{for } A \in \mathcal{G}.$$
The conditional expectation is a bounded linear operator
\[ E(\cdot | \mathcal{D}) : L_1(\Omega, \mathcal{F}, P; X) \to L_1(\Omega, \mathcal{G}, P; X) \]
enjoying nice properties analogous to those which are well known in the classical case.

3. CONVERGENCE THEOREMS

**Theorem 3.1.** Let \( \xi_n, \xi \in L_1(\Omega, \mathcal{F}, P; X) \). Let us assume that \( p_{\xi_n} \rightharpoonup p_\xi \) (weakly) and that \( \xi_n \rightharpoonup \xi \) in the \( \sigma(L_1(X), L_\infty(X^*)) \)-topology. Then \( \|\xi_n(\omega) - \xi(\omega)\| \to 0 \) stochastically.

In the proof we shall use the following result due to Pratelli.

**Theorem 3.2 ([5], see also [2]).** Let \( \xi_n, \xi \) be real-valued integrable random variables. If \( p_{\xi_n} \rightharpoonup p_\xi \) (weakly) and \( \xi_n \rightharpoonup \xi \) weakly in \( L_1(R) \), then \( \|\xi_n - \xi\|_1 \to 0 \).

**Proof of Theorem 3.1.** For simplicity, we assume that \( P_{\xi}(\{\theta\}) = 0 \). We leave to the reader an easy modification of the proof when \( \theta \) is the atom of \( p_{\xi} \). From the assumptions it follows in particular that, for any \( x^* \in X^* \), we have \( p_{\langle \xi_n, x^* \rangle} \Rightarrow p_{\langle \xi, x^* \rangle} \) and \( \langle \xi_n, x^* \rangle \rightharpoonup \langle \xi, x^* \rangle \) weakly in \( L_1(R) \). By Theorem 3.2 we have
\[
\int \langle \xi_n, x^* \rangle - \langle \xi, x^* \rangle |dP| \to 0 \quad \text{for any } x^* \in X^*.
\]
Then also
\[
\int \langle \xi_n 1_B, x^* \rangle - \langle \xi 1_B, x^* \rangle |dP| \to 0 \quad \text{for } B \in \mathcal{F}
\]
and, consequently, for any \( x^* \in X^* \), we have
\[
\int \left| \int \exp(i \langle \xi_n 1_B, x^* \rangle) dP - \int \exp(i \langle \xi 1_B, x^* \rangle) dP \right| \\
\leq \int \langle \xi_n 1_B, x^* \rangle - \langle \xi 1_B, x^* \rangle |dP| \to 0.
\]
Thus the characteristic functionals of random vectors \( \xi_n 1_B \) converge to the characteristic functional of \( \xi 1_B \), which, together with the tightness of measures \( p_{\xi_{1,n}}, n = 1, 2, \ldots \), gives the weak convergence of measures \( p_{\xi_{1,n}} \Rightarrow p_{\xi 1_B} \) for any \( B \in \mathcal{F} \). Since \( p_{\xi_n} \Rightarrow p_{\xi} \) and \( p_{\xi}(\{\theta\}) = 0 \), for any \( \varepsilon > 0 \) there exists a compact set \( Z_\varepsilon \subset X \) such that \( \theta \notin \mathcal{Z}_\varepsilon \), \( p(\xi_n \in \mathcal{Z}_\varepsilon) > 1 - \varepsilon \) for \( n \) large enough, and \( p(\xi \in \mathcal{Z}_\varepsilon) > 1 - \varepsilon \). By a rather standard procedure we can find, for any \( \delta > 0 \), a partition \( (A_1, \ldots, A_N) \) of \( \mathcal{Z}_\varepsilon \) such that \( A_j \) are continuity sets of \( p_{\xi} \) (i.e. \( p_{\xi}(\partial A_j) = 0 \)) and the points \( z_1, \ldots, z_N \in X \) satisfying the conditions \( \sup_{z \in A_i} |x - z_i| < \delta \) \((i = 1, \ldots, N)\).
Let us put
\[ \bar{\xi}_n = \sum_{j=1}^{N} z_j 1_{\xi_n^{-1}(A_j)}, \quad \bar{\xi} = \sum_{j=1}^{N} z_j 1_{\xi^{-1}(A_j)}. \]
Let \( \varepsilon > 0 \) be fixed, and put \( \delta = \varepsilon/4 \). We shall show that
\[ P(||\bar{\xi}_n - \bar{\xi}|| > \varepsilon) < 3\varepsilon \quad \text{for } n \text{ large enough.} \]
Indeed, we have
\[ P(||\bar{\xi}_n - \bar{\xi}|| > \delta) < \varepsilon \quad \text{and} \quad P(||\bar{\xi} - \bar{\xi}|| > \delta) < \varepsilon \]
(since \( P(\xi \notin Z) < \varepsilon \) and \( P(\xi \notin Z) < \varepsilon \)). Let us note that \( \theta \notin A \) implies
\[ (\xi_n 1_B)^{-1}(A) = \{\omega : \xi_n(\omega) 1_B(\omega) \in A\} = (\xi_n^{-1} A) \cap B. \]
Moreover, if \( \theta \notin A \) and \( A \) is a continuity set of \( p_\theta \), then also \( A \) is a continuity set of \( p_{\xi_1} \), for any \( B \in \mathcal{F} \). Thus, by the choice of the sets \( A_j \), we have
\[ p_{\xi_n A_B}(A_j) \to p_{\xi_1 B}(A_j), \]
which means that
\[ \int_{\Omega} 1_{(\xi_n \notin A_j)} 1_B dP \to \int_{\Omega} 1_{(\xi \notin A_j)} 1_B dP \quad \text{for any } B \in \mathcal{F}. \]
But this implies that
\[ 1_{(\xi_n \notin A_j)} \to 1_{(\xi \notin A_j)} \quad \text{weakly in } L_1(R), \]
which, together with \( P(\xi_n \in A_j) \to P(\xi \in A_j) \), gives
\[ \int_{\Omega} |1_{\xi_n^{-1}A_j} - 1_{\xi^{-1}A_j}| dP \to 0 \quad \text{for } j = 1, 2, \ldots, N, \]
by Theorem 3.2. Thus, we have the estimation
\[
P(||\bar{\xi}_n - \bar{\xi}|| > \varepsilon/3) \leq \frac{3}{\varepsilon} E ||\bar{\xi}_n - \bar{\xi}|| = \frac{3}{\varepsilon} \int_{\Omega} \left| \sum_{j=1}^{N} z_j (1_{\xi_n^{-1}A_j} - 1_{\xi^{-1}A_j}) \right| dP \leq \frac{3}{\varepsilon} \sum_{j=1}^{N} ||z_j|| \int_{\Omega} |1_{\xi_n^{-1}A_j} - 1_{\xi^{-1}A_j}| dP < \varepsilon \quad \text{for } n > n_0.
\]
Since, clearly,
\[ P(||\bar{\xi}_n - \bar{\xi}|| > \varepsilon/3) < \varepsilon \quad \text{and} \quad P(||\xi - \bar{\xi}|| > \varepsilon/3) < \varepsilon, \]
we get
\[ P(||\xi_n - \bar{\xi}|| > \varepsilon) < 3\varepsilon \quad \text{for } n > n_0. \]
The other conditions implying the stochastic convergence in norm are formulated in the following theorem:

**Theorem 3.3.** Let $X$ be a Banach space and let $\xi, \xi_n \in L_0(\Omega, \mathcal{F}, P; X)$ be such that the distributions $(p_{\xi_n})$ are tight. Then the weak stochastic convergence of $\xi_n$ to $\xi$ implies the stochastic convergence in norm, i.e.

$$\langle \xi_n - \xi, x^* \rangle \to 0 \text{ stochastically for each } x^* \in X^*,$$

implies $\|\xi_n - \xi\| \to 0$ stochastically.

**Proof.** The algebraic sum of two compact sets in $X$ is compact, so the sequence $(\mathbf{1}_{E_n} - \mathbf{1}_{\bar{E}_n})$ is tight. Moreover, the characteristic functionals of $\xi_n - \xi$ tend to 1. This completes the proof. □

## 4. Characterization of Distributions of Weak Limits

In this section we show that some classes of probability distributions on a Banach space $X$ coincide. For the convenience and clarity of formulations the random $X$-valued vectors appearing in different conditions will be defined on possibly different probability spaces.

Let $p$ be a given probability distribution on $X$. We show the coincidence of the following four classes each of which is naturally related to the distribution $p$. The first one consists of all possible distributions of weak limits of random vectors $\xi_n$ with $p_{\xi_n} \Rightarrow p$. The second one consists of all possible distributions of conditional expectations of random vectors with distribution $p$.

The third one is the class of all possible distributions of almost sure limits of arithmetic means $n^{-1}(\xi_1 + \cdots + \xi_n)$ for some $\xi_n$ with $p_{\xi_n} \equiv p$.

The fourth class consists of all possible distributions of almost sure limits of the ergodic averages $n^{-1}(\xi + \xi \circ T + \cdots + \xi \circ T^{n-1})$ for some $\xi$ with $p_\xi \equiv p$, $T: \Omega \to \Omega$ being an arbitrary measure-preserving bijection of $\Omega$.

Formally, we have the following theorem:

**Theorem 4.1.** Let $p$ be a probability distribution on a Banach space $X$ with $\int_X \|x\|\,p(dx) < \infty$. Then the following classes of distributions on $X$ coincide:

$$\mathcal{W}_p = \{q; p_{\xi_n} \Rightarrow p, p_{\xi} = q \text{ for some } \xi_n, \xi \text{ with } \xi_n \to \xi \text{ in the } \sigma(L_1(X), L_\infty(X^*))\text{-topology}\};$$

$$\mathcal{C}_p = \{q; p = p_\xi, q = p_{E(\xi_n)} \text{ for some random vectors } \xi, \eta\};$$

$$\mathcal{M}_p = \{q; p = p_{\xi_n}, q = p_\xi, n^{-1}(\xi_1 + \cdots + \xi_n) \to \xi \text{ a.s. for some random vectors } \xi_n, \xi\};$$

$$\mathcal{E}_p = \{q; p = p_\xi, q = p_\eta, n^{-1}(\xi + \xi \circ T + \cdots + \xi \circ T^{n-1}) \to \eta \text{ a.s. for some } \xi \in L_1(\Omega, \mathcal{F}, P; X) \text{ and measure-preserving bijection } T: \Omega \to \Omega\}.$$
Proof. It is enough to show the following inclusions: $\mathcal{E}_p \subset \mathcal{W}_p$, $\mathcal{W}_p \subset \mathcal{E}_p$, $\mathcal{E}_p \subset \mathcal{E}_p$, $\mathcal{M}_p \subset \mathcal{W}_p$. We do it in separate steps.

Step 1. $\mathcal{E}_p \subset \mathcal{W}_p$.

Let $X \in L_4(\Omega, \mathcal{F}, P; X)$ and let $Y \in L_0(\Omega, \mathcal{F}, P; X)$. It is enough to prove that there exist a probability space $(M, \mathcal{M}, \mu)$ and random vectors $\xi_n, \xi \in L_1(M, \mathcal{M}, \mu; X)$ such that $\xi_n \to \xi$ in the $\sigma(L_1(M, X), L_\infty(M, X^*))$-topology, with $p_{\xi_n} = p_X (n = 1, 2, \ldots)$ and $p_\xi = p_{E(X|Y)}$.

Let us put $M = [0, 1] \times X$, $\mathcal{M} = \text{Borel } M$, $\mu = \lambda \times p_Y$, where $\lambda$ is the Lebesgue measure on $[0, 1]$. For $y \in X$, $B \in \text{Borel } X$, let $q(y, B)$ be a regular conditional probability distribution for $X$, given $Y = y$, i.e. for any $y \in X$, $q(y, \cdot)$ is a probability measure on Borel $X$, and for any $B \in \text{Borel } X$, $q(y, B) = P(X \in B \mid Y = y)$ $p_Y$-a.e. In particular, we have $E(X \mid Y = y) = \int_X q(y, dz)$. We shall also write $P_y(\cdot)$ instead of $P(\cdot \mid Y = y)$. Let $X$ be a fixed Borel isomorphism (see [3], p. 227). By the same letter $j$ we denote the isomorphism of the Borel field of $[0, 1]$ onto the Borel field of $X$. Then, for every $y \in X, 0 \leq \alpha \leq 1$, $F(y, \alpha) = P_y(j[0, \alpha])$ is a distribution function of a measure concentrated on the interval $[0, 1]$. For any $y \in X$, we denote by $g(x, y)$ the rearrangement ("inverse") of the distribution function $F(y, \alpha)$, i.e. for $0 \leq x \leq 1$ we set

$$g(x, y) = \inf \{\alpha : F(y, \alpha) \geq x\}, \quad y \in X.$$

Let us put

$$h(x, y) = j \circ g(x, y) \quad \text{and} \quad \xi_n(x, y) = h(\tau^n x, y),$$

where $\tau$ is a fixed measure-preserving mixing transformation of $([0, 1], \lambda)$. Then we have

$$p_{\xi_n}(A) = p_X(A) \quad \text{for } A \in \text{Borel } X.$$

Indeed, since $j$ is the isomorphism of Borel structures, it is enough to show the above formula for $A = j([0, \alpha]), 0 \leq \alpha \leq 1$. In this case we have

$$p_{\xi_n}(j[0, \alpha]) = \mu \{ (x, y) : \xi_n(x, y) \in j([0, \alpha]) \} = \mu \{ (x, y) : g(\tau^n x, y) < \alpha \} = \mu \{ (x, y) : g(x, y) < \alpha \} = \int_X P_y(j[0, \alpha])p_Y(dy) = p_X(j[0, \alpha]).$$

Let us put

$$\xi(x, y) = E(X \mid Y = y)$$

(so $\xi$ does not depend on $x$). It is easy to check that

$$p_\xi = p_{E(X|Y)}.$$

Indeed, let us define $\varphi : X \to X$ by putting $\varphi(y) = E(X \mid Y = y)$. Then we have
Let us remark that

\[
\frac{1}{0} \int h(x, y) \, dx = E(X \mid Y = y) \quad \text{P}_Y\text{-a.e.}
\]  

Indeed, for \(P_Y\)-almost every \(y\), we have \(q(\cdot, y) = P(X \in \cdot \mid Y = y)\). Fixing such a \(y\) we can look at \(g(x, y)\) as a random variable with distribution function

\[
\lambda(x \in [0, 1]: g(x, y) < \alpha) = F_{\lambda}(x) = P_{\lambda}(X \in (\alpha, \infty)) = P_{\lambda}(j^{-1} \circ X < \alpha),
\]

so the random variables \(g\) over \([0, 1]\), \(\lambda\) and \(j^{-1} \circ X\) (over \((\Omega, P_{\lambda})\)) have the same distribution function. Consequently, the random variables \(j \circ g\) and \(X\) have the same expectation, which means that the formula (1) holds. Let us remark that, by the mixing property of \(\tau\), for \(\kappa \in L_1([0, 1], \lambda; X)\) and \(\varphi \in L_\infty([0, 1], \lambda; X^*)\), we have

\[
\frac{1}{0} \int \langle \kappa(\tau^n x), \varphi(x) \rangle \, dx \to \left( \frac{1}{0} \int \kappa(x) \, dx, \frac{1}{0} \int \varphi(x) \, dx \right).
\]

Indeed, it is enough to check it for \(\varphi = f \cdot x^*\) with \(x^* \in X^*\) and \(f \in L_{\infty}([0, 1], R)\), and then to pass to the limit with suitable linear combinations.

To complete the proof, let us take a \(\psi \in L_\infty(M, \mathcal{M}, \mu; X^*)\). Then we have

\[
\int_M \langle \xi_n(x, y), \psi(x, y) \rangle \, d\mu = \int_M \langle h(\tau^n x, y), \psi(x, y) \rangle \, d\mu
\]

\[
= \int_X \left( \int h(\tau^n x, y) \, d\psi(x, y) \right) \, d\mu(y) \to \left( \int_X \langle h(x, y), \psi(x, y) \rangle \, d\mu(y), \int_X \langle \psi(x, y) \rangle \, d\mu(y) \right)
\]

\[
= \int_X \left( \int \langle \xi_n(x, y), \psi(x, y) \rangle \, d\mu(y) \right) \, dx \to \int_X \langle \xi(x, y), \psi(x, y) \rangle \, dx \, d\mu(y).
\]

Step 2. \(\mathcal{W}_p \subset \mathcal{C}_p\).

Let \(\xi_n \in L_1(M, \mathcal{M}, \mu; X)\) and let

\[
(2) \quad \xi_n \to \xi \quad \text{in the} \quad \sigma(L_1(M, \mu; X), L_\infty(M, \mu; X^*))\text{-topology.}
\]

Assume that \(p_{\xi_n} \to p\) (weakly). It is enough to prove that there exist a probability space \((\Omega, \mathcal{F}, P)\) and random vectors \(X, Y \in L_0(\Omega, \mathcal{F}, P; X)\) such that \(p = p_X\) and \(p_{\xi} = p_{E(X\mid Y)}\). Let us note first that \(\int_X \|x\| \, p(\, dx) < \infty\). Indeed, by the weak convergence of \(\xi_n\) to \(\xi\), we have \(\sup_n \|\xi_n\|_{L_1(M, X)} = K < \infty\). Thus, for any \(c > 0\), by the weak
convergence of $p_{\xi_n}$ to $p$ we obtain
\[
\|x\| dp(x) = \lim_{n \to \infty} \int_{\|x\| \leq c} \|x\| dp_{\xi_n}(x) \leq K,
\]
so
\[
\int_{\mathbb{R}} \|x\| dp(x) \leq K < \infty.
\]

Put $(\Omega, \mathcal{F}) = (X \times X, \text{Borel}(X \times X))$. Let $P_n$ be a probability distribution of the vector $(\xi_n, \xi)$, $n = 1, 2, \ldots$ Taking a subsequence if necessary, we can assume that $P_n \Rightarrow P$ for some probability measure $P$, so a probability space $(\Omega, \mathcal{F}, P)$ is defined. For $X(x, y) = x$ and $Y(x, y) = y$, we have obviously $p = p_X$. In particular, $E \|X\| < \infty$. The equality $p_{\xi} = p_{E[X|Y]}$ is a consequence of the following lemma.

**Lemma.** Let $\xi_n, \xi \in L_1(M, \mathcal{M}, \mu; X)$ satisfy (2). Assume that $p_n = p_{(\xi_n, \xi)} \Rightarrow p$ (weakly). Then, for the coordinates $X(x, y) = x$, $Y(x, y) = y$ on $(X \times X, \text{Borel}(X \times X, \mu))$, the equality $E(X|Y) = Y$ holds.

**Proof.** By assumption, $p_n \Rightarrow p$ (weakly) and for any $x* \in X^*$ the sequence $\langle \xi_n(\omega), x* \rangle$ weakly converges in $L_1(R)$. This implies that for any $A \in \text{Borel}(X)$ we have

\[
\langle \int_X X d\mu, x* \rangle = \int \langle X, x* \rangle d\mu \to \int \langle X, x* \rangle d\mu = \langle \int_X X d\mu, x* \rangle.
\]

Indeed, let us fix an $x* \in X^*$. Then, for $c > 0$, we get

\[
\int_{\mathbb{R}} \langle X, x* \rangle 1_{\langle X, x* \rangle \leq c} d\mu = \int_{\mathbb{R}} \langle X, x* \rangle 1_{\langle X, x* \rangle \leq c} d\mu.
\]

Moreover, by the uniform integrability of $\langle \xi_n(\omega), x* \rangle$, we obtain

\[
\int_{\mathbb{R}} \langle X, x* \rangle 1_{\langle X, x* \rangle > c} d\mu = \int \langle \xi_n, x* \rangle 1_{\langle \xi_n, x* \rangle > c} d\mu
\]

\[
\leq \int_{\mathbb{R}} |\langle \xi_n, x* \rangle| d\mu \to 0 \quad \text{as } c \to \infty, \text{ uniformly in } n.
\]

Also,

\[
\int_{\mathbb{R}} |\langle X, x* \rangle| 1_{\langle X, x* \rangle > c} d\mu \to 0 \quad \text{as } c \to \infty.
\]

All the above estimations easily imply (3). On the other hand, for any $x* \in X^*$,

\[
\langle \int_{\mathbb{R}} X d\mu, x* \rangle = \int \langle \xi_n, x* \rangle d\mu = \int \langle \xi_n, x* \rangle 1_{\langle \xi_n, x* \rangle > c} d\mu \to \langle \int_{\mathbb{R}} Y d\mu, x* \rangle,
\]
which together with (3) gives

\[
\int_{(T \in A)} X dp = \int_{(T \in A)} Y dp \quad \text{for } A \in \text{Borel } X.
\]

It means that \( E(X | Y) = Y \). 

The proof of Step 2 is completed.

Step 3. \( \mathcal{G}_p \subseteq \mathcal{S}_p \).

Let \( p = p_\xi \) and \( q = p_{E(\xi | \eta)} \) for \( \xi, \eta \) defined on some probability space \((\Omega, \mathcal{F}, P)\). Obviously, one can assume that \( E(\xi | \eta) = \eta \). Let us take a new probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})\) with \( \tilde{\Omega} = \Omega \times X^\infty \),

\[
\tilde{P}(B \times \cdots \times X \times A_{-m} \times \cdots \times A_m \times X \times \cdots) = \int \prod_{B - m \leq i \leq m} P(\xi \in A_i | \eta) P(d\omega)
\]

for any \( B \in \mathcal{F}, A_1 \in \text{Borel } X \). One can prove by a rather standard argument that the probability measure \( \tilde{P} \) is uniquely defined on the product \( \sigma \)-field \( \tilde{\mathcal{F}} = \mathcal{F} \otimes \mathcal{G} \), \( \mathcal{G} \) being the \( \sigma \)-field generated by the cylinders in \( X^\infty \). The demanded random variables can be defined as \( \tilde{\eta}(\omega, (x_i)) = \eta(\omega) \) and \( \tilde{\xi}(\omega, (x_i)) = x_0 \) for any sequence \((x_i)_{i \in \mathbb{Z}} \in X^\infty \). The bijection \( T \) can be defined as a shift \((\omega, (a_i)_{i \in \mathbb{Z}}) \mapsto (\omega, (a_{i+1})_{i \in \mathbb{Z}}) \). By the strong law of large numbers for random vectors in Banach space (used conditionally), we have

\[
n^{-1}(\tilde{\xi} + \tilde{\xi} \circ T + \cdots + \tilde{\xi} \circ T^{n-1}) \to \tilde{\eta} \text{ a.s.}
\]

The relation \( \mathcal{G}_p \subseteq \mathcal{S}_p \) is shown.

Step 4. \( \mathcal{M}_p \subseteq \mathcal{W}_p \).

Now, let \( p_n = p, p_n = q, n^{-1}(\xi_1 + \cdots + \xi_n) \to \eta \text{ a.s.} \) for some random variables \( \xi, \xi_n \) on a probability space \((\Omega, \mathcal{F}, P)\). Let us define \( \tilde{\Omega} = \Omega \times [0, 1), \tilde{\mathcal{F}} = \mathcal{F} \otimes \text{Borel } [0, 1), \tilde{P} = P \otimes \lambda \), and \( \tilde{\xi}_n(\omega, t) = \tilde{\eta}_n(\omega, 2^n t - [2^n t]) \) with

\[
\tilde{\eta}_n(\omega, t) = \begin{cases} 
\xi_1(\omega) & \text{for } t \in [0, 1/n), \\
\ldots & \ldots \\
\xi_n(\omega) & \text{for } t \in [(n-1)/n, 1).
\end{cases}
\]

By a rather standard argument, the convergence \( \tilde{\xi}_n \to \tilde{\xi} \) in the \( \sigma(L_1(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P}; X), L_\infty(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P}; X^*)) \)-topology is equivalent to the convergence

\[
\int (\tilde{\xi}_n - \tilde{\xi}) 1_A \otimes \nu d\tilde{P} \to 0
\]

for any sets \( A \in \mathcal{F}, B \in \text{Borel } [0, 1) \).

For \( \tilde{\xi}(\omega, t) = \eta(\omega), (\omega, t) \in \tilde{\Omega} \), the convergence (4) can be obtained by an approximation of a Borel set \( B \) by a sum of dyadic intervals. The relation \( \mathcal{M}_p \subseteq \mathcal{W}_p \) is shown.
5. FINAL REMARKS

Remark 5.1. Our Theorem 3.1 is closely related to the results of L. Pratelli. One of them is quoted as Theorem 3.2. In fact, it is a special case of Theorem 3.1 for $X = \mathbb{R}^1$. The second result of L. Pratelli [5] is the following.

Let $\xi_n, \xi \in L_1(\Omega, \mathcal{F}, P; X)$ satisfy the condition:

(a) for any $f$ — real, bounded and Borel on $X$, and any $x^* \in X^*$,

$$\frac{1}{n} \int f(\xi_n(\omega, \cdot)) - f(\xi(\omega, \cdot)) dP, x^* \to 0.$$

Then the convergence $\xi_n \to \xi$ in $L_1$ is equivalent to the weak convergence of distributions $p_{\xi_n} \Rightarrow p_\xi$ and the uniform integrability of $\|\xi_n\|$.

In Theorem 3.1 we show that the convergence of distributions $p_{\xi_n} \Rightarrow p_\xi$ implies the stochastic convergence of $\|\xi_n - \xi\|$ to 0 under the assumption of the convergence of $\xi_n$ to $\xi$ in the $\sigma(L_1(X), L_\infty(X^*))$-topology (condition (iii)).

Pratelli's condition (a) is even less restrictive than the $\sigma(L_1(X), L_\infty(X^*))$-convergence but it is used together with the uniform integrability of $\|\xi_n\|$ to show the $L_1(X)$-convergence.

Remark 5.2. The characterization of distributions of weak limits given in Theorem 4.1 in the case of $X = \mathbb{R}$ was obtained in [2].

Remark 5.3. Concerning the conditions formulated in the Introduction it is worth noting that for a separable space $X$ the equivalence of (iii) and (iv) can be shown by a rather standard argument. Clearly, the conditions (i) or (ii) for a sequence $(\xi_n)$ with uniformly integrable norms $\|\xi_n\|$ imply the conditions (iii) and (iv).

Remark 5.4. The class of measures described in Theorem 4.1 coincides with the class of measures $q$ subordinated to the distribution $p$ (cf. Theorem T.53 in [4], Chapter XI). Namely, $q < p$ if and only if $\int fdq \geq \int fdp$ for any concave positive function $f$.
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