Abstract. It is shown that the lower and upper critical values of the Durbin–Watson (D–W) statistic are asymptotically the same for the analysis based on M-estimators as for the classical least squares analysis. Moreover, the paper offers a possibility to make an idea when the asymptotics may start to work. Considering the $B$-robust optimal $\psi$-function, we demonstrate that the differences between the precise critical values of Durbin–Watson statistics evaluated for residuals corresponding to the $M$-estimate and critical values which were found by Durbin and Watson for the least squares analysis are rather small even for moderate sample size.
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INTRODUCTION

Diagnostics are today an inseparable part of any data processing theory, see e.g. Atkinson (1985), Belsley et al. (1980), Geisser (1991), Greene (1993), Hauser (1997), Judge et al. (1985), McKeen et al. (1991), Peters and Sibbertsen (2003), Schall and Dunne (1991), Tukey (1991), Urzua (1996) and many others. In fact, without an application of at least some basic diagnostic tools any processing of data loses its reliability and trustworthiness.

The econometrics offer diagnostics which are so rich that one has possibility to select for any problem really an efficient tool. Let us remind diagonal elements of a hat matrix (or an extended hat matrix) or many types of distances as Cook’s, Mahalanobis’ etc. which are employed to “discover” the influential points. Let us mention the condition indices for looking for collinearity, a lot of tests for heteroscedasticity as well as for the change points of model etc.; see Antoch and Vorličková (1992), Arslan (2003), Chatterjee and Hadi (1988), Cook and Weisberg (1983), Croux and Haesbroeck (1999), Hadi
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So it is not surprising that the robust statistics from very early days have also attempted to create appropriate diagnostics (Huber (1981), Welsh (1982), Hampel et al. (1986), Rousseeuw and Leroy (1987)), and the attention devoted to the topic is increasing (Huber (1991), Portnoy (1991), Stahel and Weisberg (1991), Willem et al. (2003)).

Nevertheless, an inspection of just mentioned references may indicate that there are mostly attempts to employ as diagnostic tools the robust procedures themselves. Much less attention was however paid to possibility to utilize the ideas of diagnostics of classical econometrics based on the least squares analysis (Chatterjee and Hadi (1988), Judge et al. (1985)) and to employ or to modify them for robust methods (Višek (1992), (1996b, c)). Maybe that the roots of it are in an idea that robust procedures are “self-diagnosing”. One can in fact trace out the spirit of it in the most papers devoted to the diagnostics in Stahel and Weisberg (1991). It is still believed that the application of a procedure with high breakdown point inevitably brings an indication of what is the “true” underlying model (of course, at a cost of some loss of efficiency). However, Hettmansperger and Sheather (1992) and Višek (1994), (1996a, b), (2000a) show how misleading idea it is. Among others, in the referred papers the data are presented for which the least trimmed squares (LTS) and the least median of squares (LMS), both being methods with (possibly) 50% breakdown point, give mutually orthogonal estimates of regression models. Moreover, the model obtained for the same data by means of min-max bias estimation (see Martin et al. (1989)) appears to be completely different from the LTS as well as the LMS model and very “wild” what concerns residuals. But there are even more shocking results, showing that one can easily find such data that an arbitrarily small shift of one observation can imply a “rotation” of the high breakdown point estimate of the regression model about 90 degrees; see Višek (1996a) or (1997).

On the other hand, to be frank, the author believes that in the most situations some method with high breakdown point may serve very efficiently as diagnostic tools and the “final” estimate may be found by means of the ordinary least squares after deleting some observations, or by the weighted least squares, just weighting adequately down the influence of some points. The recent results of the author hint that one of the most promising methods (let us stress, we have in mind a linear regression) is probably the least weighted squares\(^1\) method (see the discussion in Višek (1999a) or (2001b)). And only in some exceptional

\(^1\) Notice that we have said the least weighted squares, which differs from the weighted least squares in a similar manner to that the least trimmed squares are different from the trimmed least squares. In the both cases the latter methods, i.e. for the trimmed least squares and the weighted least squares, the trimming as well as the weighting are given explicitly, i.e. by an external explicit rule, while for the least trimmed squares and the least weighted squares the trimming and the weighting are given implicitly.
cases, when \textit{a posteriori} diagnostics indicate that the estimate of model has e.g. rather “wild” structure of residuals, we should use several robust methods with high breakdown point to investigate all hidden substructures in data.

The present paper however will not discuss these tasks in detail (for more details see e.g. Višek (1994), (1996a, b), (1997), (2000a) or (2001b)).

An instructive application of the robust method for diagnosing data can be found in Višek (1999c) or (2003).

As one can easily learn, there are natural assumptions of the classical (regression) analysis which are accepted in the theoretical considerations of robust statistics and employed in applications without any (\textit{a posteriori}) diagnostic verification. It is simply a consequence of the fact that corresponding tools are not yet available. For instance, the independence of the random fluctuations for different rows of the dynamic regression scheme for dynamic situation or the independence of explanatory variables and random fluctuations belong among such assumptions; see e.g. Huber (1981), Hampel et al. (1986), Boente and Fraiman (1991), Dollinger and Staudte (1991), Hettmansperger and Naranjo (1991), Lawrence (1991), Markatou et al. (1991) and many others. And it is well known that a break of the former assumption may cause (sometimes serious) decrease of efficiency while a failure of the latter causes a bias of the estimation of the least squares. And it is easy to guess, e.g. from the asymptotic representation of $M$-estimators, that in the case of robust analysis a failure of just mentioned assumptions may cause a similar damage of results as in the case of the least squares.

Of course, one can object that sometimes (frequently?) it is better to put up with a loss of efficiency than to make a correction (e.g. by means of the Prais–Winsten transformation, see Judge et al. (1985)) because if we wrongly assume e.g. an autoregressive structure of disturbances, we can even worsen the situation, see e.g. Mizon (1995).

There have already been known some results trying to establish diagnostics for robust methods. We have now at our disposal a robustified version of instrumental variables and the Hausman specification test (Višek (1998a, b) and (2000b)), results of the sensitivity studies of some robust methods (Višek (2000c) and (2001a)) and the White test for heteroscedasticity (Višek (2002b)).

The present paper brings another result. It shows that under normality of disturbances the critical values of “lower” and “upper” Durbin–Watson statistics evaluated for residuals corresponding to an $M$-estimator are not dramatically different from those used in least squares analysis, and asymptotically they are even the same. For the special case of the optimal $B$-robust $M$-estimator of the regression coefficients for the frequently used values of the tuning constant they are even only slightly lower and higher than those given by Durbin and Watson for the least squares.

Of course, to have at all a possibility to compare results by Durbin and Watson with those for $M$-estimators, we had to assume normality of disturb-
ances. Naturally, in the case when we decide to apply a robust method we assume that the normally distributed disturbances were contaminated by something, so that we should either delete some observations or weight them down to reach again normality. It may seem at a first glance rather restrictive or even senseless, since one can claim that the distribution of disturbances is something which is objectively given. Let us try to show that it need not be the case. Moreover, we shall explain why the normality is very important.

First of all, let us consider the classical ordinary least squares. Some monographs claim that even in the case when the normality of disturbances was rejected, the ordinary least squares are still a good estimator, since they are the best among all unbiased linear estimators. But the restriction on the class of linear estimators is drastic — for a nice discussion see Hampel et al. (1986). So in the case when the normality of disturbances is rejected, we should use some alternative method, e.g. the maximum likelihood estimator — nevertheless, practically all commercially available statistical packages use normal likelihood anyhow. However, there are only a few results about optimality of alternative methods at all. Moreover, the least squares are closely associated with the Euclidean geometry we are used to, and hence we would like to employ the least squares anyhow. That is why we try to reach the normality of disturbances by modifications of the model, e.g. by transformations of both response and explanatory variables. Of course, a philosophical point of view needs at least partially leave a “Renaissance” standpoint about objectivity of mathematical modelling, see e.g. Kuhn (1965), Popper (1972), Prigogine and Stengers (1977), (1984). In other words, we give up an idea of “discovering” (or “revealing”) something like a “true” underlying model, being satisfied by establishing a reliable forecasting model.

Similarly, in the case of using the optimal $B$-robust $M$-estimator the normality is in fact frequently implicitly assumed since the corresponding $\psi$-function is (typically) a winsorised logarithmic derivative of normal density.

However, the assumption of normality, when considering D–W statistic, goes much deeper. It stems from the work of Anderson (1948) and of Durbin and Watson (1952) who constructed the test by means of the Neyman–Pearson lemma so that to be optimal under normality. It implies that in the case when the disturbances are not normally distributed and, as we have already mentioned, we should apply even in the classical regression analysis some other method than the least squares, we should also use another statistic (than D–W) for testing serial correlation (again, they are not offered in statistical packages).

Taking into account just discussed reasons for reaching normality in the case of employment of ordinary least squares together with the fact that in the case of robust methods the most complete results we have at hand for $M$-estimators, we may guess (of course, not prove) that it is better to apply some of them, assuming that we depressed an impact of contamination of data by weighting down (possibly to zero) the influence of some observations, reach-
Durbin-Watson statistic in robust regression

The Durbin-Watson statistic is today offered by many statistical packages (STASTICA, SPSS, TSP, RATS, to mention some among others) stems from the work by Anderson (1948). Assuming that the random fluctuations $e_i$'s are governed by the multivariate normal distribution with covariance matrix $\Sigma$.

Let $N$ denote the set of all positive integers, $R$ the real line, and $R^p$ the $p$-dimensional Euclidean space. We shall consider for any $n \in N$ the linear regression model

$$ Y_t = X_t^T \beta^0 + e_t, \quad t = 1, 2, \ldots, n, $$

where $Y = (Y_1, Y_2, \ldots, Y_n)^T$ is the response variable, $X_t^T$ is the $t$-th row of the random design matrix $X = (X_1, X_2, \ldots, X_n)^T$, $\beta^0$ is the "true" vector of regression coefficients, and $e = (e_1, e_2, \ldots, e_n)^T$ is the initial part of the sequence $\{e_i\}_{i=1}^\infty$ of independent identically distributed random variables. Sometimes we shall use the "matrix" notation for the regression model

$$ Y = X \beta^0 + e. $$

Further, for any $\beta \in R^p$ let us define the $t$-th residual as

$$ r_t(\beta) = Y_t - X_t^T \beta \quad \text{and} \quad r^{(m)}(\beta) = (r_1(\beta), r_2(\beta), \ldots, r_n(\beta))^T. $$

RECALLING THE HISTORY

Durbin-Watson statistic which is today offered by many statistical packages (STASTICA, SPSS, TSP, RATS, to mention some among others) stems from the work by Anderson (1948). Assuming that the random fluctuations $e_i$'s are governed by the multivariate normal distribution with covariance matrix
either $\Psi^{-1}$ (under hypothesis) or $\Phi^{-1}$ (under alternative), Anderson showed that in the cases in which the vector of regression coefficients is the eigenvector of the matrices $\Psi$ and $\Phi$, the statistic
\[
z(\hat{\beta}_{LS,n}) = \left[ r^{(n)}(\hat{\beta}_{LS,n}) \right]^T \Phi r^{(n)}(\hat{\beta}_{LS,n}) \left[ r^{(n)}(\hat{\beta}_{LS,n}) \right]^T \Psi r^{(n)}(\hat{\beta}_{LS,n})
\]
where $\hat{\beta}_{LS,n}$ is of course the least squares estimator, provides a test which is uniformly most powerful against a certain set of alternatives. The evident dependence of the statistics $z(\hat{\beta}_{LS,n})$ on the design matrix (which follows from $r(\beta_{LS,n}) = [I - X(X^TX)^{-1}X^T]e$, where $I_n$ is a unit matrix of type $n \times n$) and, consequently, a similar dependence of critical points on the design matrix, seemed to denounce the statistic to be a useless theoretical result. Durbin and Watson (1952) returned to the statistic for the special case when $\Psi = \Phi_n$, i.e. when we assume as the null hypothesis the independence of random fluctuations in the model (1). They slightly changed the notation used by Anderson and wrote the statistic as
\[
z(\hat{\beta}_{LS,n}) = \left[ r^{(n)}(\hat{\beta}_{LS,n}) \right]^T A r^{(n)}(\hat{\beta}_{LS,n}) \left[ r^{(n)}(\hat{\beta}_{LS,n}) \right]^T r^{(n)}(\hat{\beta}_{LS,n})
\]
and invented a spectacular "trick" which turned the statistic to be one of the most frequently used diagnostic tools. The "trick" is described in the following lemma:

**Lemma 1** (Durbin and Watson (1952)). If $r$ and $e$ are $n \times 1$ vectors such that
\[
r = M \cdot e, \quad \text{where } M = I_n - X(X^TX)^{-1}X^T,
\]
and
\[
z = \frac{r^TAr}{r^Tr}
\]
(see (3)), where $A$ is a real symmetric matrix, then:
(a) There is an orthogonal transformation $e = He$ such that
\[
z(\hat{\beta}_{LS,n}) = \frac{\sum_{t=1}^{n-p} v_t \xi_t^2}{\sum_{t=1}^{n-p} \xi_t^2},
\]
where $v_1, v_2, \ldots, v_{n-p}$ are eigenvalues of the matrix $MA$ other than zeros.
(b) If $n - p - s$ of columns of $X$ are linear combinations of $n - p - s$ of the eigenvectors of $A$, then $n - p - s$ of $v_i$'s are equal to the eigenvalues corresponding to these eigenvectors; renumbering the remaining eigenvalues so that
\[v_1 \leq v_2 \leq \ldots \leq v_s \quad \text{and} \quad \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_{s+p},\]
where \( \lambda \)'s are eigenvalues of the matrix \( A \), we have

\[
\lambda_t \leq v_t \leq \lambda_{t+p}, \quad t = 1, 2, \ldots, s.
\]

For the proof see Durbin and Watson (1952). Specifying then the alternative to the independence of \( e_t \)'s as \( AR(1) \) with \( e_t = a e_{t-1} + v_t, \ t = 2, 3, \ldots, n \) (with \( \{v_t\}_{t=1}^\infty \) being of course i.i.d. and \( |a| < 1 \)), by a straightforward computation we obtain

\[
A_a = \begin{bmatrix}
1 & -a \\
-a & 1+a^2 & -a \\
& & \ddots & \ddots \\
& & & 1
\end{bmatrix},
\]

where the blank space represents zeros. An "extreme" case, namely \( a = 1 \), gives then the traditional form of Durbin–Watson statistic:

\[
z(p) = \frac{\sum_{t=1}^{n-1} [r_t (\hat{\beta}) - r_{t+1} (\hat{\beta})]^2}{\sum_{t=1}^{n} r_t^2 (\hat{\beta})} = 2 - \frac{2 \sum_{t=1}^{n} r_t (\hat{\beta}) r_{t+1} (\hat{\beta}) + r_t^2 (\hat{\beta}) + r_{t+1}^2 (\hat{\beta})}{\sum_{t=1}^{n} r_t^2 (\hat{\beta})} \approx 2 - \hat{\gamma}.
\]

For the second "extreme" case, namely \( a = -1 \), we obtain \( z(\beta) \approx 2 + \hat{\gamma} \). It is clear that the statistics resulting from the both extreme cases are able to cope with positive \( (a > 0) \) as well as negative \( (a < 0) \) dependence since both contain an estimate of the correlation coefficient. Historical reasons established (7) as the usual form of Durbin–Watson statistic (see e.g. Kmenta (1986), Judge et al. (1985) or Zvára (1989)) but the consequence is that we use not only the critical values "implied" by

\[
z_L (\hat{\beta}^{LS,n}) = \frac{\sum_{t=1}^{n-p} \lambda_t x_t^2}{\sum_{t=1}^{n-p} x_t^2} \quad \text{and} \quad z_U (\hat{\beta}^{LS,n}) = \frac{\sum_{t=1}^{n-p} \lambda_{t+p} x_t^2}{\sum_{t=1}^{n-p} x_t^2},
\]

say \( z_L \) and \( z_U \), but also their "mirror reflections", i.e. we reject the hypothesis about independence when \( z(\hat{\beta}^{LS,n}) < z_L \) or \( z(\hat{\beta}^{LS,n}) > 4 - z_L \), and we do not reject this hypothesis if \( z(\hat{\beta}^{LS,n}) \in (z_U, 4 - z_U) \). In the other cases the result of the test is (unfortunately) not decisive and the evaluation of the precise critical value for a given design matrix is advised, see Judge et al. (1985). These lower and upper bounds \( z_L \) and \( z_U \) were found by means of an approximation to the distribution function of \( z_L (\hat{\beta}^{LS,n}) \) and of \( z_U (\hat{\beta}^{LS,n}) \) based on the moments of
these two statistics. The moments were established by using results of Pitman (1937) or von Neumann (1941), which reads:

**Assertion 1.** Under the assumption of normality of random fluctuations in the regression model (1), \( z(\hat{\beta}^{LS,n}) \) and \( \sum_{t=1}^{n} \xi_{t}^{2} \) are independent.

**Remark 1.** Notice that \( \sum_{t=1}^{n} \xi_{t}^{2} \) is the denominator of \( z(\hat{\beta}^{LS,n}) \).

**Corollary 1.** Under the assumption of Assertion 1 we have

\[
E \{ \sum_{t=1}^{n} \nu_{t} \xi_{t}^{2} \} = E z(\hat{\beta}^{LS,n}) \cdot E \{ \sum_{t=1}^{n} \xi_{t}^{2} \}.
\]

(We have recalled this result because we shall need it later.)

Details about the Durbin–Watson contribution as well as a genesis of the matrix \( H \) (see Lemma 1) will be clear from the text generalizing their result (which will be presented in one of the next sections). As we have already indicated in the Introduction, to be able to study Durbin–Watson statistics for \( M \)-estimators, we shall need an asymptotic representation of these estimators for the framework we have introduced.

**ASYMPTOTIC REPRESENTATION OF \( M \)-ESTIMATORS**

We are going to establish an asymptotic representation of \( M \)-estimators. In order to achieve it, we employ the asymptotic linearity of the normal equation for \( M \)-estimator. The pioneering paper about the method was written by Portnoy (1983). The method was later used many times, see e.g. Jurečková and Malý (1995), Jurečková and Portnoy (1988), Jurečková and Šen (1989), Jurečková and Welsh (1990), Rubio and Višek (1993), or Višek (1998a, b). The method allows us (differently from the method used in Pollard (1991), Rao and Zhao (1992) or Yohai and Maronna (1979)) to derive also more complicated results, e.g. subsample sensitivity of the estimators; see Višek (1996c) and (2002a).

Let us recall that the \( M \)-estimator, for an absolutely continuous (and, frequently but not necessarily, convex) function \( q \), is defined as

\[
\hat{\beta}^{(M,n)} = \arg \min_{\beta \in \mathbb{R}^{p}} \sum_{i=1}^{n} q(Y_{i} - X_{i}^{T} \beta)
\]

and it is usually found as a solution of the equation

\[
\sum_{i=1}^{n} X_{i} \psi(Y_{i} - X_{i}^{T} \beta) = 0,
\]

where \( \psi \) is the derivative of \( q \) (due to the assumption that \( q \) is absolutely continuous, \( \psi \) exists almost everywhere). Asking for

\[
[X^{T} X]^{-1/2} \sum_{i=1}^{n} X_{i} \psi(Y_{i} - X_{i}^{T} \beta) = o_{p}(1)
\]
instead of (10) allows us even to include the estimators generated by discontinuous $\psi$-functions (see Rao and Zhao (1992), compare also Jurečková and Welsh (1990)). Finally, studentizing the residuals (Huber (1964), (1981))

\[
\beta^{(M,n)} = \arg \min_{\beta \in \mathbb{R}^p} \sum_{t=1}^n q\left( \frac{Y_t - X_t^T \beta}{\hat{\sigma}(t)} \right),
\]

where $\hat{\sigma}(t)$ is a (preliminary) $\sqrt{n}$-consistent estimator of $\sigma_{e_1}$ which is assumed to be scale-equivariant and regression-invariant, we obtain scale- and regression-equivariance of the estimator; see Bickel (1975) and Jurečková and Šen (1993).

As we shall see later, the asymptotic representations will be a key tool for considering the modification of D–W statistic. We shall find them using asymptotic linearity of “normal” equations for $M$-estimators.

Now, let us describe a range of $\psi$-functions for which we shall derive the promised results.

**Assumptions $\mathcal{A}$**. The function $\psi$ allows a decomposition

\[
\psi = \psi_a + \psi_c + \psi_s,
\]

where:

- $\psi_a$ is absolutely continuous with absolutely continuous derivative $\psi_a'$.
  Denote by $\psi_a''$ the second derivative (where it exists) and
  \[\psi_{\sup} = \sup \{|\psi_a''(z)|: z \in \mathbb{R}\} < \infty.\]

- $\psi_c$ is continuous with derivative $\psi_c'$ which is a step-function with a finite number of jump-points, and $\psi_c$ is constant in a neighborhood of $-\infty$ and $+\infty$.

- $\psi_s$ is a step-function with steps at points $r_1, r_2, \ldots, r_m$, i.e. there are $\alpha_0, \alpha_1, \ldots, \alpha_m$ so that $\psi_s(z) = \alpha_0$ for $z \in (-\infty, r_1)$, $\psi_s(z) = \alpha_l$ for $z \in (r_l, r_{l+1})$, $l = 1, 2, \ldots, m-1$, and $\psi_s(z) = \alpha_m$ for $z \in (r_m, \infty)$.
  Moreover, $E\{\psi'(e_1 \sigma_{e_1}^{-1})\} = 0$ and denote by $\psi'(z)$ the derivative of $\psi(z)$ where it exists. Finally, $\gamma = E\psi'(e_1 \sigma_{e_1}^{-1})$ is nonzero and finite.

**Remark 2.** The decomposition (13) is due to Jurečková (1988), see also Jurečková and Portnoy (1988). For the discussion that Assumptions $\mathcal{A}$ do not represent a considerable restriction see e.g. Hampel et al. (1986).

The conditions on explanatory variables and random fluctuations will be as follows.

**Assumptions $\mathcal{B}$**. The sequences $\{X_t\}_{t=1}^\infty$ and $\{e_t\}_{t=1}^\infty$ $(X_t \in \mathbb{R}^p, e_t \in \mathbb{R})$ are sequences of independent identically distributed random variables which are mutually independent. Moreover, $X_{t1} = 1$, $EX_{1j} = 0$, $EX_{tj}^2 = \sigma_{e_j}^2 \in (0, \infty)$ for $j = 2, 3, \ldots, p$ and $E|e_1| < \infty$. Finally, $E[X_1 X_1^T] = Q$, $W = \sigma_{e_1}^{-1} E[e_1 \psi'(e_1 \sigma_{e_1}^{-1})]$ and $E[X_j^2 X_k^2]$ exist and are finite for $j, k = 2, 3, \ldots, p$, and put $Q_n = n^{-1} X^T X$ (where $X$ is the design matrix; see the text below (1)).
Remark 3. Without loss of generality we could assume that $W = 0$. In fact, it represents a shift of the derivative of $\psi$-function in the horizontal direction, i.e. $\hat{\psi}'(z\sigma_{e_1}^{-1}) = \psi'(z\sigma_{e_1}^{-1} - d)$ for some $d \in R$. Shifting then the $\psi$-function in vertical direction, simply taking a modified function $\psi(z\sigma_{e_1}^{-1}) = \hat{\psi}(z\sigma_{e_1}^{-1}) - E\hat{\psi}(e_1 \sigma_{e_1}^{-1})$, we may reach $E\{\psi(e_1 \sigma_{e_1}^{-1})\} = 0$. The last modification does not change derivative $\hat{\psi}'(z)$, and hence $W = 0$ will be kept. So this assumption is (nearly) of the same type as the assumption that the mean influence of the random fluctuations on the response variable is compensated, i.e. that $Ee_1 = 0$ (which we adopt in the least squares analysis) or $E\{\psi(e_1 \sigma_{e_1}^{-1})\} = 0$ (which we assume for $M$-analysis).

Moreover, since the optimal $B$- and $V$-robust $\psi$-functions are of the shape

$$\psi(z) = \max \{-b, \min \{-f_{e_1}'(z)/f_{e_1}(z), b\}\},$$

where $f_{e_1}(z)$ is the density of random fluctuations, for symmetrically distributed random fluctuations we have $\psi(-z) = -\psi(z)$. Although we do not take every time the optimal $\psi$-function, we usually employ symmetric ones. It implies that in the case when we have no reasons to assume asymmetry of random fluctuations, we can consider $W = 0$.

Asymptotic linearity of $M$-statistics. At first we shall consider

$$S_n(\tau, \kappa) = \sum_{i=1}^{n} X_i \{\psi([e_i - n^{-1/2} X_i' \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) - \psi(e_1 \sigma_{e_1}^{-1})\}$$

and we shall put for arbitrary $\Theta > 1$

$$S_{\Theta} = \{\tau \in R^p, \kappa \in R; \max \{||\tau||, |\kappa|\} < \Theta\}.$$}

In the proofs of the next theorems (which are postponed into Appendix I) some constants $C_i$'s will be defined. These definitions will be assumed valid only within the respective proof.

Theorem 1. Let $\psi$ be an absolutely continuous function with absolutely continuous derivative, i.e. $\psi = \psi_a$, and Assumptions $B$ hold. Further, let

$$E\{\psi(e_1 \sigma_{e_1}^{-1})\} = 0 \quad \text{and} \quad 0 < E[e_1 \psi'(e_1 \sigma_{e_1}^{-1})]^2 < \infty.$$  \(14\)

Then for any $\Theta > 0$

$$\sup_{S_{\Theta}} ||S_n(\tau, \kappa) + n^{1/2} \gamma Q_n \tau + n^{-1/2} W \sum_{i=1}^{n} X_i \kappa|| = O_p(1) \quad \text{as} \quad n \to \infty.$$  \(15\)

Remark 4. Let us observe that for the $\psi$-functions which are constant in a neighborhood of $\pm \infty$ the assumptions of Theorem 1 hold since $\psi'$ as well as $\psi''$ is equal to zero in this neighborhood. As already recalled, all the optimal $B$- and $V$-robust estimators are generated by such functions (Hampel et al. (1986)). Hence the assumptions of the theorem do not represent a considerable restriction.
It is nearly evident and it will be clear from the proof that the assertion of the theorem can use $Q$ instead of $Q_\alpha$. However, for our further purposes it will be more convenient to have this form of assertion.

Remark 5. Let us notice that the proof of the theorem is essentially based on the character of the processes $\{X_t, X_t^T \tau \psi'(e_t)\}_{\tau \in \mathcal{F}_\alpha}, \{\kappa X_t e_t \psi'(e_t)\}_{\kappa \in \mathcal{F}_\alpha}$, etc. which are the products of some fixed sequences of random variables and of parameters of the processes. It allows us, roughly speaking, to treat the suprema\(^2\) of the processes as the products of these sequences of random variables and of suprema of parameters.

**Theorem 2.** Let $\psi'(z) = \alpha_s$ for $z \in (r_s, r_{s+1}), \ s = 0, 1, \ldots, k$, where $0 = \alpha_0, \alpha_1, \ldots, \alpha_k = 0$ are real numbers, $-\infty = r_0 < r_1 < \ldots < r_k = \infty$. Let Assumptions $\mathcal{A}$ hold and

$$\max \{E \|X_1\|^3, E |e_1|\} < \infty \quad \text{with} \quad E \{\psi(e_1 \sigma_{e_1}^{-1})\} = 0.$$  

Finally, assume that $F_{e_1}(z)$ (the distribution of random fluctuations) has a bounded density $f_{e_1}(z)$. Then for any $\Theta > 0$

\begin{equation}
\sup_{\mathcal{F}_\alpha} \{\|S_n(\tau, \kappa) + n^{1/2} \gamma Q_\alpha \tau + n^{-1/2} W \sum_{t=1}^n X_t \kappa\|\} = \mathcal{O}_p(1) \quad \text{as} \quad n \to \infty.
\end{equation}

**Theorem 3.** Let $\psi(z) = \alpha_s$ for $z \in (r_s, r_{s+1}), \ s = 0, 1, \ldots, m$, where $\alpha_0, \alpha_1, \ldots, \alpha_m$ are real numbers and $-\infty = r_0 < r_1 < \ldots < r_k < r_{m+1} = \infty$. Let again Assumptions $\mathcal{A}$ hold and suppose that $F_{e_1}(z)$ has a bounded density $f_{e_1}(z)$ which is Lipschitz of the first order. Finally, put

$$q = \sum_{s=1}^m \{\alpha_s - \alpha_{s-1}\} E[X_1 X_1^T f_{e_1}(r_s \sigma_{e_1})]$$

and

$$w = \sum_{s=1}^m \{r_s (\alpha_s - \alpha_{s-1}) E[X_1 f_{e_1}(r_s \sigma_{e_1})]\}.$$  

Then for any $\Theta > 0$

\begin{equation}
\sup_{\mathcal{F}_\alpha} \{\|n^{-1/2} S_n(\tau, \kappa) + q \tau + w \kappa\|\} = \mathcal{O}_p(n^{-1/4}) \quad \text{as} \quad n \to \infty.
\end{equation}

**Consistency, Asymptotic Representation and Normality of M-Estimators**

**Theorem 4.** Let $\psi = \psi_0 + \psi_\epsilon$ and the assumptions of Theorems 1 and 2 be fulfilled. Moreover, let $\hat{\sigma}_{(n)}$ be a $\sqrt{n}$-consistent estimator of scale of random fluctuations. Finally, let $Q$ (see Assumptions $\mathcal{A}$) be positive definite. Then the

\(^2\) The suprema over all possible values of the parameter of process, i.e. over $\tau \in \mathcal{F}_\alpha$ or $\kappa \in \mathcal{F}_\alpha$. 

equation

\[ \sum_{t=1}^{n} X_t \psi\left( \frac{Y_t - X_t^T \beta}{\delta_{(n)}} \right) = 0 \]

has a \( \sqrt{n} \)-consistent solution, i.e. there is \( \beta^{(M,n)} \) for which (18) is fulfilled and

\[ \sqrt{n}(\beta^{(M,n)} - \beta^0) = O_p(1). \]

Remark 6. Notice that the application of (15) and (16) and the assumption that \( Q \) is positive definite play the key role in the proof of the previous theorem. In what follows we shall use the same in a slightly more complicated situation.

**Corollary 2.** Let \( E\{X_1 X_1^T\} = Q \) be a positive definite matrix and \( \delta_{(n)}^2 \) a \( \sqrt{n} \)-consistent estimate of \( \sigma_e^2 \). Then under the assumptions of Theorem 4 we have

\[ \sqrt{n}(\beta^{(M,n)} - \beta^0) = n^{-1/2} \gamma^{-1} Q_{n}^{-1} \sum_{t=1}^{n} X_t \{ \psi(e_t \sigma_e^{-1}) - W(\log \delta_{(n)} - \log \sigma_e) \} + O_p(n^{-1/2}). \]

Remark 7. Notice that the matrix \( Q \) has a block-structure of the type

\[
\begin{bmatrix}
1 & 0 \\
0 & Q^{(1)}
\end{bmatrix}
\]

since \( E[X_{1j} X_{1j}] = EX_{1j} = 0, j = 2, 3, \ldots, p \). It implies that

\[ Q^{-1} = \begin{bmatrix} 1 & 0 \\ 0 & [Q^{(1)}]^{-1} \end{bmatrix}. \]

Now having rewritten the right-hand side of (19) into the form

\[ n^{-1/2} \gamma^{-1} Q_{n}^{-1} \sum_{t=1}^{n} X_t \psi(e_t \sigma_e^{-1}) - n^{-1/2} \gamma^{-1} Q_{n}^{-1} \sum_{t=1}^{n} X_t W(\log \delta_{(n)} - \log \sigma_e) + o_p(1) \]

and taking into account that except of the first coordinate the vector \( n^{-1/2} \sum_{t=1}^{n} X_t \) is bounded in probability while \( \log \delta_{(n)} - \log \sigma_e \) converges to zero, we find that the last but one term in (20) considerably affects only the first coordinate of \( \sqrt{n}(\beta^{(M,n)} - \beta^0) \). After all, the situation is not surprising because it is known that generally we cannot simultaneously very well estimate a location and scale (leaving aside that for this moment the question whether the scale is really a good indicator of a spread of random variable) without requiring at least some weak assumption(s) on the underlying distribution. On the other hand, it is also known that an unbiased and efficient estimator of the location
parameter may be constructed e.g. in the case when we assume nothing more than the symmetry of the underlying distribution (see Beran (1978), Stone (1975) or Višek (1991)) but the symmetry is substantial. But then, using e.g. the B-optimal $M$-estimator, we will have $W = 0$.

**Corollary 3.** Let $E \{X_t X_t^T\} = Q$ be a positive definite matrix, $W = 0$ and let $\hat{\sigma}_{(n)}^2$ be a $\sqrt{n}$-consistent estimate of the variance $\sigma^2_{(n)}$. Then, under the assumptions of Theorem 4, $\sqrt{n}(\hat{\beta}_{(n)} - \beta^0)$ is asymptotically normal with zero mean and a covariance matrix

$$C = \gamma^{-2} E \{\psi^2(e_i \sigma_{(i)}^{-1})\} [Q^{-1}]^T.$$

Now let us turn our attention to the case of discontinuous $\psi$-functions. We are going to define an approximation to the $M$-estimator for a discontinuous $\psi$-function and to show its consistency and asymptotic normality. We shall do it along similar lines to those in the case of continuous $\psi$-function, of course with necessary modifications. Let us consider the $\psi$-function defined in Theorem 3 and let $K$ be a positive constant. Then for any $n \in N$ and $\delta > \frac{1}{2}$ define

$$\tilde{\psi}_n(z) = \frac{1}{2} \{\alpha_0 + \alpha_{s-1} + (\alpha_s - \alpha_{s-1}) n^\delta K^{-1}(z - r_s)\}$$

for $|z - r_s| < Kn^{-\delta}$ and $s \in \{1, 2, \ldots, m\}$

and

$$\tilde{\psi}_n(z) = \psi(z) \quad \text{elsewhere}.$$

Since $\delta$ will be assumed to be fixed, we have omitted it in the notation for $\tilde{\psi}_n(z)$.

**Theorem 5.** Let the assumptions of Theorem 3 hold and $q$ (see Theorem 3) be positive definite. Then there is a $\tilde{\beta}^{(n)}$ such that

$$\sum_{t=1}^{n} X_t \tilde{\psi}_n \left(\frac{Y_t - X_t^T \tilde{\beta}^{(n)}}{\hat{\sigma}_{(n)}^2}\right) = 0$$

and

$$\sqrt{n}(\tilde{\beta}^{(n)} - \beta^0) = \tilde{\Theta}_p(1).$$

Theorem 5 allows us to give the definition of approximate $M$-estimator for discontinuous $\psi$-function.

**Definition 1.** Under the approximate $M$-estimator for any discontinuous $\psi$-function we shall understand that solution of equation (21) which was described in Theorem 5.

**Remark 8.** Notice that in some sense the construction which was presented a few lines above and which was a justification of the previous definition also gives an idea how to find the approximate $M$-estimator. Of course, in the case when (21) has more solutions we have to choose one of them, similarly to
the case when we obtain several solutions of (10). The above-mentioned construction (namely, the proof of the previous theorem) however indicates even more. It is known (and after all it is clear without any special knowledge) that to find the $M$-estimator generated by a discontinuous $\psi$-function need not be very simple because it is necessary to solve directly the corresponding extremal problem and not only an equation of type (10), see e.g. Koenker and Bassett (1978). From the above however it follows that we may find an approximation to $M$-estimator generated by a $\phi$-function with discontinuous $\psi$-function in a way which is used for finding $M$-estimators generated by continuous $\psi$-functions (see e.g. Antoch and Višek (1991)), simply considering a “continuous modification” $\tilde{\psi}_n$ of the function $\psi$. At this moment we are not able to show formally (after all, this is not the goal of the paper) that this approximation to the $M$-estimator has asymptotically the same properties as the “precise” $M$-estimator (hopefully for finite $n$ and small $K$).

On the other hand, for fixed $n$ and for $K \to 0$, the solutions of (21) converge to solutions of (10) (with studentized residuals, if such a solution exists). It supports a hope that for small $K$ the statistical properties of the approximation to “precise” $M$-estimator will be similar to the properties of that “precise” $M$-estimator.

Moreover, for some $q$ with discontinuous $\psi$ we may guarantee that a solution of (10) exists and that this solution is the solution of the corresponding extremal problem (9) (of course, if we have more solutions of (10), then one of them is a solution of (9); see Rubio and Višek (1996). Then this solution is probably nearly the same as a solution of (21) for small $K$. After all, both estimators have in this case the same asymptotic representation.

Simple consequences of Theorem 5 (and of Definition 1) can be given as the following corollary.

**Corollary 4.** Let $q$ (see Theorem 3) be a positive definite matrix and $\hat{\alpha}_{(0)}$ a $\sqrt{n}$-consistent estimate of $\sigma_{e_1}$. Then under the assumptions of Theorem 5 we have

$$\sqrt{n} (\hat{\beta}^{M,n} - \beta^0) = n^{-1/2} q^{-1} \sum_{t=1}^n X_t \{ \psi (e_t \sigma_{e_1}^{-1}) - w (\log \hat{\alpha}_{(0)} - \log \sigma_{e_1}) \} + o_p(1).$$

Moreover, if $w = 0$, $\sqrt{n} (\hat{\beta}^{M,n} - \beta^0)$ is asymptotically normal with zero mean and a covariance matrix $C = q^{-1} E \{ \psi^2 (e_1 \sigma_{e_1}^{-1}) \} Q [q^{-1}]^T$.

Finishing preliminary considerations we have at hand sufficient tools for the study of Durbin–Watson statistics for $M$-estimation.

**Modifying Durbin–Watson trick.** In this section we shall show that the critical values of $z (\hat{\beta}^{L5,n})$ and $z (\hat{\beta}^{M,n})$ are asymptotically the same.

First of all we give a technical remark. In view of finiteness of Latin alphabet and also due to some historical reasons which established some habits
in the notation in M-estimation as well as in studies devoted to Durbin-Watson statistics, some letters in the next text will denote different objects than in the previous text. We believe that a misinterpretation is (nearly) impossible.

We shall need some well-known assertions (the proof of which can be found e.g. in Judge et al. (1985) or in Zvára (1989)).

**Assertion 2.** Let the matrix $M$ be idempotent. Then its rank is equal to its trace.

**Corollary 5.** Let the design matrix $X$ (of type $n \times p$) be of full rank. Then $M = \mathcal{J} - X (X^T X)^{-1} X^T$ has rank equal to $n - p$.

**Assertion 3.** Let the matrix $M$ be real and symmetric (of type $p \times p$). Then there exists an orthogonal matrix $L$ such that $L^T ML$ is the diagonal matrix $A = \text{diag} \{\zeta_1, \zeta_2, \ldots, \zeta_p\}$, where $\zeta_1, \zeta_2, \ldots, \zeta_p$ are eigenvalues of the matrix $M$.

**Corollary 6.** If $M$ is a projection matrix, then there exists an orthogonal matrix $L$ such that $L^T ML$ is a diagonal matrix the diagonal of which consists of ones and zeros (only).

By analogy with (3) let us put for any $\beta \in \mathbb{R}^p$ (see also (2))

$$z(\beta) = \frac{[r^{(n)}(\beta)]^T A r^{(n)}(\beta)}{[r^{(n)}(\beta)]^T r^{(n)}(\beta)}.$$

In what follows we are going to modify Durbin-Watson statistics for M-estimators. Due to the fact that there are not (generally) closed formulae for M-estimators, our considerations about them will be (inevitably) asymptotic. Hence instead of considering one fixed matrix $A$, we will need a sequence of matrices $\{A^{(n)}\}_{n=1}^\infty$. Moreover, we shall assume that all of these matrices are of type $A_\alpha$ (see (6)). To simplify the considerations in the following, let us assume that $\alpha$ is a fixed number ($\alpha \in (-1, 1)$) for all $n \in \mathbb{N}$. It will allow us to omit superindex $a$ without danger of misunderstanding.

**Theorem 6.** Let Assumptions $\mathcal{A}$ and $\mathcal{B}$ hold and let the random fluctuations in the regression model (1) be normally and independently distributed. Then there are $z_L(\hat{\beta}(M,n))$ and $z_U(\hat{\beta}(M,n))$ such that

$$z_L(\hat{\beta}(M,n)) \leq z(\hat{\beta}(M,n)) \leq z_U(\hat{\beta}(M,n))$$

and the critical values of the statistics $z_L(\hat{\beta}(M,n))$ and $z_U(\hat{\beta}(M,n))$ are asymptotically equal to the critical values of $z_L(\hat{\beta}(LS,n))$ and $z_U(\hat{\beta}(LS,n))$, respectively.

In the rest of the paper we shall give an idea for which $n$ of these asymptotics may start to work for a somewhat special, however frequently used setup. In order to do this, let us inspect the magnitude of the corresponding terms of (90) (below).

First of all, let us recall that $\hat{M}$ is the projection matrix, and hence it is decomposable into the product $\hat{M}_1 \cdot \hat{M}_2 \cdot \ldots \cdot \hat{M}_p$ of $p$ matrices of type $\mathcal{J} - u \cdot u^T$, where $u \in \mathbb{R}^n$ (in fact, these vectors $u$'s are the eigenvectors of
corresponding to nonzero eigenvalues of $\tilde{\mathbf{M}}$). Then we may apply the part (b) of Durbin–Watson’s lemma and we obtain

$$\lambda_t \leq \nu_{n-p+t} \leq \lambda_{t+n-p}, \quad t = 1, 2, \ldots, p.$$  

First of all, let us give an idea about the moments of variables in (90) (for the definitions of the variables see (87)). We will assume that $e_i$’s are independent and identically distributed according to a symmetric distribution function (around zero) and that $\psi$ is a $B$-optimal function, i.e. that it is asymmetric ($\psi(-z) = -\psi(z)$). It implies that $Ee_1 = 0$ as well as $E\psi(e_1) = 0$. The evaluation of moments of $\xi_t$ is nearly the same as in Durbin and Watson (1952) and very similar to the evaluation of $\zeta_t$ which we shall start with, since it is the simplest. The evaluation for the other variables ($\theta$ and $\bar{\theta}$) will be similar. Firstly, we will be interested in the second and the forth moments of $\zeta_t$’s and in covariances of $\zeta_t^2$ and $\zeta_t^2$ (for $t \neq s$) because they are relevant for the first and the second moment of $z$.

For the second moment of $\zeta_t$ we have (remember that $\tilde{H}$ is orthonormal)

$$E\zeta_t^2 = E \left\{ \sum_{j=1}^{n} \tilde{h}_{ij} \left[ e_j - \frac{\psi(e_j)}{\gamma} \right] \right\} = \sum_{j=1}^{n} (\tilde{h}_{ij})^2 E \left[ e_j - \frac{\psi(e_j)}{\gamma} \right]^2 = E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \sum_{j=1}^{n} (\tilde{h}_{ij})^2 = E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2,$$

and Table 1 shows that the values of $E [e_1 - \psi(e_1)/\gamma]^2$, and hence also the value of $E\zeta_t^2$ for the Huber $\psi$-function and the frequently used values of tuning constant are really rather small (the Huber $\psi$-function is given by $\psi(z) = \max \{-\text{const}, \min\{z, \text{const}\}\}$ and const > 0 is frequently called a tuning constant). (Let us recall that in our framework $E\zeta_t^2 = 1$ and that moreover in the numerator of (90) we sum $n-p$ of $\xi_t^2$’s while only $p$ of $\zeta_t^2$’s.)

For $E\zeta_t^4$, the situation is slightly different from that one for $E\zeta_t^2$; see Durbin and Watson (1952). Since $\sum_{j=1}^{n} \tilde{h}_{ij} = 1$ (for $t = 1, 2, \ldots, n$), we have $\sum_{j=1}^{n} \tilde{h}_{ij}^4 = 1$, and so

$$E\zeta_t^4 = E \left\{ \sum_{j=1}^{n} \tilde{h}_{ij} \left[ e_j - \frac{\psi(e_j)}{\gamma} \right] \right\}^4 = \sum_{j=1}^{n} \tilde{h}_{ij}^4 \left\{ E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^4 \right\} + 3E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \leq \max \left\{ E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^4, 3E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right\}.$$

Consequently, for $\text{var}(\zeta_t^2)$ we have

$$\text{var}(\zeta_t^2) \leq \max \left\{ E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^4 - E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2, 2E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right\}.$$
Further we need to estimate an upper bound for $\text{var}(\sum_{t=n-p+1}^{n} v_t \xi_t)$. First of all, from (22) we have

$$\sum_{t=n-p+1}^{n} \text{var}(v_t \xi_t) \leq \sum_{t=n-p+1}^{n} \lambda_t^2 \max \left\{ E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^4 - E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right], \ 2E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right\}.$$

Then for $t \neq s$ (keep in mind that $\sum_{j=1}^{n} \tilde{h}_{ij} \tilde{h}_{sj} = 0$)

$$E \{ \xi_t^2 \xi_s^2 \} = E \left\{ \sum_{j=1}^{n} \tilde{h}_{ij} \left[ e_j - \frac{\psi(e_j)}{\gamma} \right] \right\} \left\{ \sum_{k=1}^{n} \tilde{h}_{sk} \left[ e_k - \frac{\psi(e_k)}{\gamma} \right] \right\}^2$$

$$= \sum_{j=1}^{n} \tilde{h}_{ij}^2 \tilde{h}_{sj}^2 \left\{ E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^4 - E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right\}$$

$$+ \sum_{j=1}^{n} \sum_{k=1}^{n} \tilde{h}_{ij}^2 \tilde{h}_{sk}^2 E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2$$

$$= \sum_{j=1}^{n} \tilde{h}_{ij}^2 \tilde{h}_{sj}^2 \left\{ E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^4 - E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right\} + E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2.$$

Since the mean value of $\xi_t^2$ is given in (23) and does not depend on $t$ (and $s$), we have

$$\text{cov}(\xi_t, \xi_s) = \left\{ E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^4 - 3E^2 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right\} \sum_{j=1}^{n} \tilde{h}_{ij} \tilde{h}_{sj}.$$

Now let us consider an extremal problem:

For $u, v \in \mathbb{R}^n$, $\|u\| = 1$, $\|v\| = 1$, $u^T v = 0$, find

$$\max \{ a_u^n \sum_{j=1}^{n} u_j^2 + 2a_u a_v \sum_{j=1}^{n} u_j v_j^2 + a_v^n \sum_{j=1}^{n} v_j^2 \}.$$

A straightforward computation for $n = 2$ shows that the maximum is attained for

$$u_1 = \frac{1}{\sqrt{2}}, \quad u_2 = \frac{1}{\sqrt{2}}, \quad v_1 = \frac{1}{\sqrt{2}}, \quad v_2 = -\frac{1}{\sqrt{2}}$$

and is bounded by $\frac{1}{2} (a_u^2 + a_v^2)$. One can easily verify that the same solution is valid for any $n$ just putting $u_j = 0, v_j = 0$ for $j = 3, 4, \ldots, n$. (Any other "distribution of mass" among the coordinates, by the restriction that $\|u\| = 1$ and
$||v|| = 1$, decreases the maximum. But then we have a little bit more general extremal problem:

For $u_1, u_2, \ldots, u_p \in \mathbb{R}^n$, $u_t^T u_t = \delta_{st}$, $s, t = 1, 2, \ldots, p$, $v_i \geq 0$, find

$$\max \sum_{s=1}^{p} \sum_{t=1}^{p} v_s v_t \sum_{j=1}^{n} u_{ij}^2 u_{ij}^2.$$

The solution of this problem gives an upper bound of the maximum equal to $\frac{1}{2} \sum_{i=1}^{p} v_i^2$, and hence

$$\sum_{i=n-p+1}^{n} \sum_{s=n-p+1}^{n} v_i v_s \sum_{j=1}^{n} \tilde{h}_{ij} \tilde{h}_{ij} \leq \frac{1}{2} \sum_{i=n-p+1}^{n} v_i^2.$$

This yields

$$\text{(26)} \quad \frac{1}{\sum_{i=n-p+1}^{n} \sum_{s=n-p+1}^{n} v_i v_s \operatorname{cov}(\xi_i^2, \zeta_i^2)} \leq \frac{1}{2} \sum_{i=n-p+1}^{n} v_i^2 \left( E \left( e_1 - \frac{\psi(e_1)}{\gamma} \right)^{-4} - E^2 \left( e_1 - \frac{\psi(e_1)}{\gamma} \right)^2 \right).$$

Table 1 again indicates that the values of $\text{var}(\xi_i^2)$ as well as the values of $\text{cov}(\xi_i^2, \zeta_i^2)$ are not very large, and hopefully also $\text{var}(\sum_{i=n-p+1}^{n} v_i \zeta_i^2)$ will not be large. Similarly for variables from the last but one term of the numerator of (90):

$$\text{(27)} \quad E \tilde{\xi}_i \zeta_t = E \left\{ \sum_{j=1}^{n} \tilde{h}_{ij} e_j \right\} \left\{ \sum_{k=1}^{n} \tilde{h}_{ik} \left[ e_k - \frac{\psi(e_k)}{\gamma} \right] \right\} = \sum_{j=1}^{n} (\tilde{h}_{ij})^2 E \left\{ e_j \left[ e_j - \frac{\psi(e_j)}{\gamma} \right] \right\}$$

$$= E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\} \sum_{j=1}^{n} (\tilde{h}_{ij})^2 = \left\{ E e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}.$$

One can see that derivations of (23) and of (27) are very similar, and hence in the derivation of further expressions (which are analogical to (24) and (26)) the details will be omitted. Keeping in mind that we have assumed that $E e_1^2 = 1$, we obtain

$$E(\tilde{\xi}_i \zeta_t)^2 = E \left\{ \sum_{j=1}^{n} \tilde{h}_{ij} e_j \sum_{k=1}^{n} \tilde{h}_{ik} \left[ e_k - \frac{\psi(e_k)}{\gamma} \right] \right\}^2$$

$$\leq \max \left\{ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 , E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 + 2E^2 \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\} \right\},$$

which means that

$$\text{var}(\tilde{\xi}_i \zeta_t) \leq \max \left\{ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 , E e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 + 2E^2 \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\} \right\}.$$
Of course, as above we obtain

\begin{equation}
\sum_{t=n-p+1}^{n} \text{var}(\varepsilon_t, \xi_t, \zeta_t) \\
\leq \sum_{t=n-p+1}^{n} \lambda_t^2 \max \left\{ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 + E^2 \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}, \\
E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 + E^2 \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\} \right\}.
\end{equation}

And again, for \( t \neq s \) (still keep in mind that \( \sum_{j=1}^{n} \tilde{h}_{ij} \tilde{h}_{ij} = 0 \)) we have

\begin{align*}
E_{s_t, \xi_t, \xi_s, \zeta_s} \xi_t, \xi_s, \zeta_s &= E \left\{ \sum_{j=1}^{n} \tilde{h}_{ij} e_j \sum_{l=1}^{n} \tilde{h}_{il} e_l \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \sum_{k=1}^{n} \tilde{h}_{ik} e_k \sum_{m=1}^{n} \tilde{h}_{im} e_m \left[ e_1 - \frac{\psi(e_m)}{\gamma} \right] \right\} \\
&= \sum_{j=1}^{n} \tilde{h}_{ij} \tilde{h}_{ij} \left\{ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 - E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 + 2E^2 \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\} \right\} \\
&\leq \max \left\{ \frac{1}{2} \left[ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 - E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right]\right\} \\
&+ E^2 \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\},
\end{align*}

Consequently, along similar lines to those as above we obtain

\begin{equation}
\sum_{t=n-p+1}^{n} \sum_{s=n-p+1}^{n} v_t v_s \text{cov}(\xi_t, \xi_t, \zeta_t, \zeta_t) \\
\leq 4 \sum_{t=n-p+1}^{n} \lambda_t^2 \max \left\{ \frac{1}{2} \left[ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 - E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right]\right\} \\
E^2 \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}.
\end{equation}

Using (28) and (29) we will be able later to estimate \( \text{var}(\sum_{t=n-p+1}^{n} v_t \varepsilon_t) \). We need also to estimate (an upper bound of) covariance of two last terms in the numerator of (90). We can derive in a similar way to that as above

\begin{equation}
\sum_{t=n-p+1}^{n} \sum_{s=n-p+1}^{n} v_t v_s \text{cov}(\xi_t, \xi_t, \zeta_t, \zeta_t) \\
\leq \sum_{t=n-p+1}^{n} \lambda_t^2 \max \left\{ \frac{1}{2} \left[ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 - E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right]\right\} \\
E^2 \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}.
\end{equation}
This concludes the study of two last terms of the numerator of (90). To give an idea about moments of random variables from the second term of the numerator of the fraction in (90) let us put

\[ \tilde{\epsilon} = A \cdot e = (e_1 - e_2, 2e_2 - e_1 - e_3, \ldots, e_n - e_{n-1})^T. \]

In what follows, let \( l_{ij} \) denote elements of the matrix \( I^T \) (notice that in order to simplify the next considerations we have denoted the \((t, j)\)-th element of \( I^T \) by \( l_{ij} \) instead of \( l_{tj} \)). Then \( \bar{\gamma} = I^T \tilde{\epsilon} \) can be written as \( \bar{\gamma} = \sum_{j=1}^{n} l_{ij} \bar{e}_j \), and hence

\[ E \{ \bar{\gamma}, \bar{\delta} \} = E \left\{ \sum_{j=1}^{n} l_{ij} \bar{e}_j \sum_{k=1}^{n} l_{tk} \left[ e_k - \frac{\psi(e_k)}{\gamma} \right] \right\} \]

\[ = 2 \sum_{j=1}^{n} l_{ij}^2 E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\} - \sum_{j=1}^{n-1} l_{ij+1} l_{ij} E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\} \]

\[ - \sum_{j=2}^{n} l_{ij-1} l_{ij} E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}. \]

Using the Cauchy–Schwarz inequality we arrive at

\[ \left| \sum_{j=2}^{n} l_{ij-1} l_{ij} \right| \leq \left( \sum_{j=2}^{n} l_{ij-1}^2 \sum_{j=2}^{n} l_{ij}^2 \right)^{1/2} \leq 1, \]

and so from (31) we obtain

\[ |E \bar{\gamma}, \bar{\delta}| \leq 4 \left| E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\} \right|. \]

(On the other hand, for the special case of Huber’s \( \psi \)-function, \( e_1 - \psi(e_1)/\gamma \) is nearly zero for \( |e_1| \) smaller than tuning constant, and hence \( E \left\{ e_1 \left[ e_1 - \psi(e_1)/\gamma \right] \right\} \approx 0 \); in fact, it is less than \( 10^{-8} \) for all the values of tuning constant. That was the reason why it was not included into Table 1.) Similarly we have

\[ E \{ \bar{\gamma}, \bar{\delta} \}^2 = E \left\{ \sum_{j=1}^{n} l_{ij} \bar{e}_j \sum_{k=1}^{n} l_{tk} \left[ e_k - \frac{\psi(e_k)}{\gamma} \right] \right\}^2 \]

\[ = E \left\{ 2 \sum_{j=1}^{n} l_{ij} e_j \sum_{k=1}^{n} l_{tk} \left[ e_k - \frac{\psi(e_k)}{\gamma} \right] - \sum_{j=2}^{n} l_{ij-1} e_j \sum_{k=1}^{n} l_{tk} \left[ e_k - \frac{\psi(e_k)}{\gamma} \right] \right\} \]

\[ - \sum_{j=1}^{n-1} l_{ij+1} e_j \sum_{k=1}^{n} l_{tk} \left[ e_k - \frac{\psi(e_k)}{\gamma} \right] \right\}^2. \]
We shall give only examples of terms obtained from (32). Firstly we obtain the mean value of squares of the corresponding terms. The first one is

\[ 4 \left\{ E \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\}^2 \sum_{j=1}^{n} l_{ij} + EE_{1}^2 E \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\}^2 \sum_{j=1}^{n} l_{ij} \sum_{k \neq j}^{n} l_{ik} \]

\[ + 2E^2 \left\{ e_1 \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\} \sum_{j=1}^{n} l_{ij} \sum_{k \neq j}^{n} l_{ik}, \]

the second one equals

\[ E \left\{ e_1 \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\}^2 \sum_{j=2}^{n} l_{ij-1} l_{ij}^2 + EE_{1}^2 E \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\}^2 \sum_{j=2}^{n} l_{ij} \sum_{k \neq j}^{n} l_{ik} \]

\[ + 2E^2 \left\{ e_1 \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\} \sum_{j=2}^{n} l_{ij-1} l_{ij} \sum_{k \neq j}^{n} l_{ik}, \]

and the third is similar to the second one. Further we obtain “cross-terms”. The term which is the mean value of the product of the first and the second term from (32) has the form

\[ -4 \left\{ E \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\} \sum_{j=2}^{n} l_{ij-1} l_{ij}^2 \sum_{j=1}^{n} l_{ij} + EE_{1}^2 E \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \]

\[ \times \sum_{j=2}^{n} l_{ij} l_{ij-1} \sum_{k \neq j}^{n} l_{ik}^2 + 2E^2 \left\{ e_1 \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\} \sum_{j=2}^{n} l_{ij} l_{ij-1} \sum_{k \neq j}^{n} l_{ik}. \]

The product of the first and the third term from (32) is similar while the product of the second and the third one has coefficient 2 instead of -4 but the rest is nearly the same as (35). Now let us recall that we have assumed that \( EE_{1}^2 = 1 \) and that from the orthogonality of the matrix \( L \) it follows that \( l_{ij} \leq 1, t, j = 1, \ldots, n \), and hence

\[ \left| \sum_{j=1}^{n-1} l_{ij} l_{ij+1} \right| \leq \sum_{j=1}^{n-1} |l_{ij+1}| \leq \sum_{j=1}^{n-1} |l_{ij+1}^2| \leq \left( \sum_{j=1}^{n-1} l_{ij+1}^2 \right)^{1/2} \leq 1. \]

Taking into account (32)–(36) (and similar relations valid for other terms) we conclude that

\[ E \{ \mathcal{E}, \mathcal{E}_{t} \}^2 \leq 16 \left\{ E \left\{ e_1 \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\}^2 + E \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\}^2 + E^2 \left\{ e_1 E \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\} \right\}, \]

and hence

\[ \sum_{t=n-p+1}^{n} \text{var} \{ \mathcal{E}, \mathcal{E}_{t} \} \leq 16p \left\{ E \left\{ e_1 \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\}^2 \right\} \]

\[ + E \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\}^2 + E^2 \left\{ e_1 E \left\{ e_1 - \frac{\psi (e_1)}{\gamma} \right\} \right\}. \]
In a similar way we may find that (for $t \neq s$)
\[
E \{g_s \bar{g}_s \, g_t \bar{g}_t\} \leq 16 \left\{ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 + E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 + E^2 \left\{ e_1 E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\},
\]
and hence again

\[
\sum_{t=n-p+1}^{n} \sum_{s=n-p+1}^{n} \text{cov} \left\{ g_s \bar{g}_s, g_t \bar{g}_t \right\} \leq 16p^2 \left\{ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 + E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 + E^2 \left\{ e_1 E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}.
\]

Finally, we can find similar inequalities for the terms

\[
E \left\{ \xi_s^2 \, g_s, \bar{g}_t \right\}, \quad E \left\{ \xi_s \bar{g}_s, \xi_t \bar{g}_t \right\}, \quad E \left\{ g_t \bar{g}_t, e_1 \right\}, \quad E \left\{ e_1, \xi_s \bar{g}_t \right\}, \quad E \left\{ \xi_s, \xi_t \bar{g}_t \right\}, \quad E \left\{ \xi_s \bar{g}_s, \xi_t \bar{g}_t \right\},
\]

and inequalities for the sums of terms from (39) which would be analogous to (37) (or (38)). They would have however instead of coefficient 16 the coefficients

\[
\sum_{t=p}^{n} \lambda_t \quad (\text{the first term}),
\]

\[
4\sqrt{p} \sum_{t=n-p+1}^{n} \lambda_t \quad (\text{the second and the third ones}),
\]

\[
2 \left( \sum_{t=p}^{n} \lambda_t^2 \right)^{1/2} \left( \sum_{t=n-p+1}^{n} \lambda_t^2 \right)^{1/2} \quad (\text{the forth and the fifth ones}).
\]

Now taking into account (25), (26), (28)--(30), (37), (38) and (40)--(42) we obtain the term

\[
\sum_{t=n-p+1}^{n} \lambda_t^2 \left\{ 1.5 E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^4 + 2 E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 
- 2.5 E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 \right\}
+ \left\{ 16p(1+p) + \sum_{t=p}^{n} \lambda_t + 8\sqrt{p} \sum_{t=n-p+1}^{n} \lambda_t + 8 \left( \sum_{t=p}^{n} \lambda_t^2 \right)^{1/2} \left( \sum_{t=n-p+1}^{n} \lambda_t^2 \right)^{1/2} \right\}
\times \left\{ E \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\}^2 + E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 + E^2 \left\{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right\},
\right\}.
\]
which, together with the Durbin–Watson expression for \( \text{var} \left( \sum_{i=1}^{n-p} v_i z_i^2 \right) \) (see (44) below), gives an upper bound for the variance of the numerator in (90).

In a similar way we may find a lower bound for the numerator. Of course, to find similar bounds for the denominator is much easier. The results of these steps for the special case of Huber \( \psi \)-function will be given later in Table 2. Earlier, however, we give mean values of variables which enter the previous inequalities.

Table 1. Mean values of the random variables which are relevant for the estimate of bounds of the mean value and of variance for Durbin–Watson statistic (since \( E[e_1 \mid e_1 = \psi(e_1)/\gamma] \) \( < 10^{-8} \) for all values of tuning constant, we have omitted it in the table),

\[ \mathcal{L}(e_1) = N(0, 1), \ \psi \text{ — Huber function, for } \gamma \text{ see Assumptions } \mathcal{A}. \]

<table>
<thead>
<tr>
<th>Tuning constant</th>
<th>1.0</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
<th>1.4</th>
<th>1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^2 )</td>
<td>0.1073</td>
<td>0.0880</td>
<td>0.0718</td>
<td>0.05805</td>
<td>0.0466</td>
<td>0.0371</td>
</tr>
<tr>
<td>( E \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right]^4 )</td>
<td>0.0785</td>
<td>0.0664</td>
<td>0.0559</td>
<td>0.0467</td>
<td>0.0386</td>
<td>0.0315</td>
</tr>
<tr>
<td>( E \left{ e_1 \left[ e_1 - \frac{\psi(e_1)}{\gamma} \right] \right}^2 )</td>
<td>0.3779</td>
<td>0.3429</td>
<td>0.3077</td>
<td>0.2729</td>
<td>0.2392</td>
<td>0.2072</td>
</tr>
</tbody>
</table>

The considerations presented above lead to the conjecture that the behavior of Durbin–Watson statistics for \( r(\beta^{(M,\infty)}) \) may be similar to that one for \( \beta^{(LS,\infty)} \). The values gathered in Table 1 give a hope that especially the mean values of the “upper” and the “lower” statistics \( z_L \) and \( z_U \) (see (8)) for \( r(\beta^{(M,\infty)}) \) and \( r(\beta^{(LS,\infty)}) \) will be nearly the same. The differences of variances (of the statistics evaluated for the least squares and for an \( M \)-estimator) can be expected to be somewhat larger. Table 2 shows lower and upper bounds for \( E z(\beta^{(M,\infty)}) \) and \( \text{var} z(\beta^{(M,\infty)}) \) obtained from (90) and evaluated so that we have assumed approximate independence of \( z(\beta^{(M,\infty)}) \) and its denominator and evaluated moments of \( z(\beta^{(M,\infty)}) \) in the same way as Durbin–Watson did that. In fact, for finding bounds of the mean value of \( z(\beta^{(M,\infty)}) \) we have used the relation (6) from Durbin and Watson (1952), which reads

\[ E z(\beta^{(LS,\infty)}) = \frac{1}{n-p} \sum_{i=1}^{n-p} v_i = \bar{v} \text{ (say)}, \]

together with the Durbin–Watson lemma (see (5) and (22)) and then we have carried out the corrections implied by (90) for \( E z(\beta^{(M,\infty)}) \). Similarly, when look-
ing for the bounds of $\text{var} \{ z(\beta^{(M,n)}) \}$ we have employed (7) from Durbin and Watson (1952), i.e.

\[
\text{var} z(\beta^{(LS,n)}) = \frac{2 \sum_{i=1}^{n-p} (v_i - \bar{v})^2}{(n-p)(n-p+2)},
\]

(44) and again “corrections” which follow from (90) and which were for the upper bound given (for the numerator) in (43). (Of course, Table 2 is given assuming the Huber $\psi$-function.)

Table 2. Lower and upper bounds of the mean value and of variance for Durbin–Watson statistics $z(\beta^{(M,n)})$, i.e. for statistics evaluated for residuals corresponding to $\beta^{(M,n)}$,

\[ \mathcal{L}(\epsilon) = N(0, 1), \psi - \text{Huber function with tuning constant } c. \]

The rows of this table which start with the value of tuning constant $c$ correspond to D–W statistic evaluated for the Huber $M$-estimator with this tuning constant. At the last row of every table the values of bounds of D–W statistic for the least squares are given for comparison with other rows.

\[ n = 20 \]

<table>
<thead>
<tr>
<th></th>
<th>$p = 1$</th>
<th>$p = 3$</th>
<th>$p = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>variance</td>
<td>mean</td>
</tr>
<tr>
<td>$c = 1.0$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lower</td>
<td>1.88</td>
<td>0.288</td>
<td>1.61</td>
</tr>
<tr>
<td>upper</td>
<td>2.10</td>
<td>0.486</td>
<td>2.36</td>
</tr>
<tr>
<td>$c = 1.1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lower</td>
<td>1.88</td>
<td>0.278</td>
<td>1.62</td>
</tr>
<tr>
<td>upper</td>
<td>2.10</td>
<td>0.455</td>
<td>2.36</td>
</tr>
<tr>
<td>$c = 1.2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lower</td>
<td>1.88</td>
<td>0.269</td>
<td>1.62</td>
</tr>
<tr>
<td>upper</td>
<td>2.10</td>
<td>0.425</td>
<td>2.36</td>
</tr>
<tr>
<td>$c = 1.3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lower</td>
<td>1.88</td>
<td>0.260</td>
<td>1.63</td>
</tr>
<tr>
<td>upper</td>
<td>2.10</td>
<td>0.397</td>
<td>2.36</td>
</tr>
<tr>
<td>$c = 1.4$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lower</td>
<td>1.89</td>
<td>0.252</td>
<td>1.63</td>
</tr>
<tr>
<td>upper</td>
<td>2.10</td>
<td>0.370</td>
<td>2.36</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lower</td>
<td>1.89</td>
<td>0.244</td>
<td>1.64</td>
</tr>
<tr>
<td>upper</td>
<td>2.11</td>
<td>0.346</td>
<td>2.36</td>
</tr>
<tr>
<td>$z(\beta^{(LS,n)})$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lower</td>
<td>1.89</td>
<td>0.157</td>
<td>1.65</td>
</tr>
<tr>
<td>upper</td>
<td>2.11</td>
<td>0.200</td>
<td>2.35</td>
</tr>
</tbody>
</table>
### Durbin–Watson statistic in robust regression

#### $n = 40$

<table>
<thead>
<tr>
<th></th>
<th>$p = 1$</th>
<th></th>
<th>$p = 3$</th>
<th></th>
<th>$p = 5$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>variance</td>
<td>mean</td>
<td>variance</td>
<td>mean</td>
<td>variance</td>
</tr>
<tr>
<td>$c = 1.0$</td>
<td>lower 1.94</td>
<td>0.132</td>
<td>upper 2.05</td>
<td>0.201</td>
<td>lower 1.82</td>
<td>0.149</td>
</tr>
<tr>
<td>$c = 1.1$</td>
<td>lower 1.94</td>
<td>0.129</td>
<td>upper 2.05</td>
<td>0.190</td>
<td>lower 1.82</td>
<td>0.144</td>
</tr>
<tr>
<td>$c = 1.2$</td>
<td>lower 1.94</td>
<td>0.125</td>
<td>upper 2.05</td>
<td>0.179</td>
<td>lower 1.82</td>
<td>0.138</td>
</tr>
<tr>
<td>$c = 1.3$</td>
<td>lower 1.94</td>
<td>0.122</td>
<td>upper 2.05</td>
<td>0.169</td>
<td>lower 1.83</td>
<td>0.133</td>
</tr>
<tr>
<td>$c = 1.4$</td>
<td>lower 1.95</td>
<td>0.119</td>
<td>upper 2.05</td>
<td>0.160</td>
<td>lower 1.83</td>
<td>0.129</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>lower 1.95</td>
<td>0.116</td>
<td>upper 2.05</td>
<td>0.151</td>
<td>lower 1.83</td>
<td>0.124</td>
</tr>
<tr>
<td>$z(\beta_{\text{LS}, n})$</td>
<td>lower 1.95</td>
<td>0.090</td>
<td>upper 2.05</td>
<td>0.100</td>
<td>lower 1.84</td>
<td>0.077</td>
</tr>
</tbody>
</table>

#### $n = 60$

<table>
<thead>
<tr>
<th></th>
<th>$p = 1$</th>
<th></th>
<th>$p = 3$</th>
<th></th>
<th>$p = 5$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>variance</td>
<td>mean</td>
<td>variance</td>
<td>mean</td>
<td>variance</td>
</tr>
<tr>
<td>$c = 1.0$</td>
<td>lower 1.96</td>
<td>0.086</td>
<td>upper 2.03</td>
<td>0.123</td>
<td>lower 1.88</td>
<td>0.093</td>
</tr>
<tr>
<td>$c = 1.1$</td>
<td>lower 1.96</td>
<td>0.084</td>
<td>upper 2.03</td>
<td>0.117</td>
<td>lower 1.88</td>
<td>0.090</td>
</tr>
<tr>
<td>$c = 1.2$</td>
<td>lower 1.96</td>
<td>0.082</td>
<td>upper 2.03</td>
<td>0.111</td>
<td>lower 1.89</td>
<td>0.087</td>
</tr>
<tr>
<td>$c = 1.3$</td>
<td>lower 1.96</td>
<td>0.080</td>
<td>upper 2.03</td>
<td>0.105</td>
<td>lower 1.89</td>
<td>0.084</td>
</tr>
<tr>
<td>$c = 1.4$</td>
<td>lower 1.96</td>
<td>0.078</td>
<td>upper 2.03</td>
<td>0.100</td>
<td>lower 1.89</td>
<td>0.082</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>lower 1.96</td>
<td>0.076</td>
<td>upper 2.03</td>
<td>0.095</td>
<td>lower 1.89</td>
<td>0.080</td>
</tr>
<tr>
<td>$z(\beta_{\text{LS}, n})$</td>
<td>lower 1.97</td>
<td>0.062</td>
<td>upper 2.03</td>
<td>0.067</td>
<td>lower 1.89</td>
<td>0.057</td>
</tr>
</tbody>
</table>
USING SCALE- AND REGRESSION-EQUIVARIANT M-ESTIMATORS

As we have already mentioned the $M$-estimators defined by (9) or (10) are not scale- and regression-equivariant. To achieve it one can employ (12) with scale-equivariant and regression-invariant estimate of scale $\hat{\sigma}_{(n)}^2$, and consequently we may write the asymptotic expansion for $\hat{\beta}^{(M,n)}$ in the form

$$\hat{\beta}^{(M,n)} - \beta^0 = \gamma^{-1} Q_n^{-1} \left\{ \frac{1}{n} \sum_{t=1}^{n} X_t \psi \left( \frac{\epsilon_t}{\sigma_0} \right) - W \left( \log (\hat{\sigma}_{(n)}) - \log (\sigma_{e_t}) \right) \right\} + O_p(n^{-1})$$

as $n \to \infty$.

It means two things. At first the effect of the first term in the parentheses (in (45)) on the value of residuals is of order $1/\sqrt{n}$, since $(1/\sqrt{n}) \sum_{t=1}^{n} X_t \psi (e_t/\sigma_0)$ is bounded in probability as follows from CLT. Similarly, the effect of the second term is also of order $1/\sqrt{n}$ because $\sqrt{n} (\log (\hat{\sigma}_{(n)}) - \log (\sigma_{e_t})) = O_p(1)$.

This means that the effect of the both terms (in the parentheses of (45)) on the value of residuals is of the same order $1/\sqrt{n}$. At the first glance, it may seem strange but it is necessary to realize that we have

$$r(\hat{\beta}_{(M,n)}) = Y - X\beta^0 - \gamma^{-1} X Q_n^{-1} \frac{1}{n} \sum_{t=1}^{n} X_t \left\{ \psi \left( \frac{\epsilon_t}{\sigma_0} \right) - W \left( \log (\hat{\sigma}_{(n)}) - \log (\sigma_{e_t}) \right) \right\} + O_p(n^{-1})$$

$$= e - \gamma^{-1} X Q_n^{-1} \frac{1}{n} \sum_{t=1}^{n} X_t \left\{ \psi \left( \frac{\epsilon_t}{\sigma_0} \right) - W \left( \log (\hat{\sigma}_{(n)}) - \log (\sigma_{e_t}) \right) \right\} + O_p(n^{-1}),$$

which indicates that $r(\hat{\beta}_{(M,n)})$ is equal to $e$ plus some additional terms of order $1/\sqrt{n}$ etc.

Secondly, repeating the arguments of Remark 7, we should stress that due to the shape of the matrix $Q^{-1}$ (and the fact that $Q^{-1}_n \to Q^{-1}$), the second term, i.e.

$$\gamma^{-1} X Q_n^{-1} \frac{1}{n} \sum_{t=1}^{n} X_t W (\log (\hat{\sigma}_{(n)}) - \log (\sigma_{e_t})), $$

has a considerable effect only on the intercept of $\hat{\beta}_{(M,n)}$. So, if we restrict ourselves to the Durbin–Watson statistic given by (7), it is clear that the modification of the asymptotic representation of $\hat{\beta}_{(M,n)}$, i.e. when we employ (45) instead of (74), does not affect the numerator of (7) because the effect of the modification in (45), namely the term containing the estimate of scale, on the residuals is the same for all of them, and hence it disappears. The effect of the modification in (45) on the denominator of (7) does not disappear, however, as we have shown above it is hopefully rather small.
CONCLUSION

The present paper shows that under the assumption of normality of random fluctuations in the regression model (1), Durbin–Watson statistic evaluated on the base of residuals from robust regression analysis (carried out by means of an $M$-estimator) has asymptotically the same critical values as Durbin–Watson statistic for the analysis based on the least squares. Moreover, it demonstrates that in the case where the Huber $\psi$-function is employed, the differences in the moments of $z_L (\beta^{(LS, n)})$ and $z_L (\beta^{(M, n)})$, and of $z_U (\beta^{(LS, n)})$ and $z_U (\beta^{(M, n)})$ (and hence also in their critical value) are even for moderate sample sizes as $n = 20, 40$ and $60$ rather small (in the case of the mean, which plays of course a crucial role for the magnitude of the lower and the upper critical value, the differences are negligible).

One may object that we usually employ $M$-estimators just in the case when there is a suspicion that data are contaminated, and hence not normally distributed. As we have already discussed, in such a case we should weight down the influence of suspicious observations so that the random fluctuations are approximately normally distributed (and we should verify it a posteriori, i.e. after estimating the model). Consequently, we may hope that our results are still acceptable in the sense of approximately efficient forecast.

It also hints what the next step of the research should be, namely to study the behavior of Durbin–Watson statistic evaluated on the base of residuals obtained in regression analysis performed by the robust method with high breakdown point, e.g. the least trimmed squares $\beta^{LTS}$ or the least weighted squares $\beta^{LWS}$. Recent results describing the Bahadur representation of $\beta^{LTS}$ as well as of $\beta^{LWS}$ may allow us to do it (see Višek (1999a)).

APPENDIX I. PROOFS OF THEOREMS AND LEMMAS

Proof of Theorem 1. Without loss of generality let $\sigma_{e_i} = 1$. First of all let us write for $\kappa \in R, |\kappa| < \Theta$

\begin{equation}
\exp (-n^{-1/2} \kappa) = 1 - n^{-1/2} \kappa + h n^{-1} \kappa^2,
\end{equation}

where $h \in [\frac{1}{2} n^{-1/2} \exp (-n^{-1/2} \Theta), \frac{1}{2} n^{-1/2} \exp (n^{-1/2} \Theta)]$ and also

\begin{align*}
[e_t - n^{-1/2} X_t^T \tau] \exp (-n^{-1/2} \kappa) \\
= e_t - n^{-1/2} (X_t^T \tau + e_t \kappa) + n^{-1} X_t^T \tau \kappa + h e_t n^{-1} \kappa^2 - n^{-3/2} X_t^T \tau h \cdot \kappa^2,
\end{align*}

and finally

\begin{align}
X_t \{ \psi ([e_t - n^{-1/2} X_t^T \tau] \exp (-n^{-1/2} \kappa)) - \psi (e_t) \} \\
= -n^{-1/2} X_t (X_t^T \tau + e_t u) \psi' (e_t) \\
+ n^{-1} X_t \{ X_t^T \tau \kappa + h e_t - n^{-1/2} X_t^T \tau \cdot h \cdot \kappa^2 \} \psi' (e_t) + X_t R_m (\tau, \kappa),
\end{align}
where the remainder term can be written in the form
\[
R_n(t, \kappa) = \left\{-n^{-1/2}(X^T_t \tau + e_t \kappa) + n^{-1} \left\{X^T_t \tau \kappa + h e_t - n^{-1/2} X^T_t \tau \cdot h \cdot \kappa^2 \right\}\right\}
\times [\psi'(\xi^{(n)}_t) - \psi'(e_t)]
\]
for some $\xi^{(n)}_t$ for which we have $|\xi^{(n)}_t - e_t| \leq n^{-1/2} |X^T_t \tau + e_t \kappa|$. Now, for any fixed $j, k \in \{1, 2, \ldots, p\}$ the sequences
\[
\{X_{ij} X_{ik} \psi'(e_t) - E[X_{ij} X_{ik} \psi'(e_t)]\}_{t=1}^{\infty} \quad \text{and} \quad \{X_{ij} [e_t \cdot \psi'(e_t) - E[e_t \cdot \psi'(e_t)]]\}_{t=1}^{\infty}
\]
are sequences of independent identically distributed random variables with zero mean and finite (positive) variances. Hence the Lindeberg–Lévy form of the central limit theorem allows us to find an $n_0 \in \mathbb{N}$ such that for any $\varepsilon > 0$ we may find $C_\varepsilon < \infty$ so that for any $n > n_0$

\[
P_F \left\{ \max_{1 \leq j, k \leq p} |n^{-1/2} \sum_{t=1}^{n} \{X_{ij} X_{ik} \psi'(e_t) - E[X_{ij} X_{ik} \psi'(e_t)]\}| > C_\varepsilon \right\} < \varepsilon
\]
as well as

\[
P_F \left\{ \max_{1 \leq j, k \leq p} |n^{-1/2} \sum_{t=1}^{n} \{X_{ij} [e_t \cdot \psi'(e_t) - E[e_t \cdot \psi'(e_t)]]\}| > C_\varepsilon \right\} < \varepsilon.
\]
Taking once again into account that for any $j = 1, 2, \ldots, p$
\[
\{X_{ij} X_{ik} \psi'(e_t)\}_{t=1}^{\infty} \quad \text{and} \quad \{X_{ij} e_t \psi'(e_t)\}_{t=1}^{\infty}
\]
are sequences of independent identically distributed random variables with finite mean and applying Kolmogorov's law of large numbers we again find that

\[
n^{-1} \max_{1 \leq j, k \leq p} \left| \sum_{t=1}^{n} X_{ij} X_{ik} \psi'(e_t) \right| = O_p(1),
\]
(50)

\[
n^{-1} \max_{1 \leq j, k \leq p} \left| \sum_{t=1}^{n} X_{ij} e_t \psi'(e_t) \right| = O_p(1)
\]
and

\[
n^{-3/2} \max_{1 \leq j, k \leq p} \left| \sum_{t=1}^{n} X_{ij} X_{ik} \psi'(e_t) \right| = o_p(1).
\]
(51)

Due to the fact that $\psi'$ is absolutely continuous we may write
\[
\psi'(\xi^{(n)}_t) - \psi'(e_t) = \int_{e_t}^{\xi^{(n)}_t} \psi''(z) \, dz,
\]
and hence for any $n$ we have
\[
|\psi'(\xi^{(n)}_t) - \psi'(e_t)| \leq n^{-1/2} |X^T_t \tau| \psi_{sup}.
\]
On the other hand, applying Hölder's inequality we obtain
\[ |X_i^T \tau| \leq p^{-1/2} ||X_i|| \Theta, \]
and hence there is a constant \( C_1 \) such that
\[ \sup_{\mathcal{F}_n} ||X_i R_m (\tau, \kappa)|| \leq n^{-1} \Theta^2 C_1 \psi'' \sup \|X_i\|^2 \{ ||X_i|| + |e_i| \}. \]
Now, it is again sufficient to take into account that \( \{ ||X_i||^3 \}_{i=1}^\infty \) and \( \{ ||X_i||^2 |e_i| \}_{i=1}^\infty \) are sequences of independent identically distributed random variables with finite mean values, and to apply Kolmogorov's law of large numbers once again to find that
\[ \sup_{\mathcal{F}_n} \left\| \sum_{t=1}^n X_i R_m (\tau, \kappa) \right\| = O_p (1). \]
Now the theorem follows from (48)–(52). 

**Proof of Theorem 2.** Not loosing generality let us again assume that \( \sigma_{e_1} = 1 \) and notice that due to the character of the function \( \psi (x) \) the assumptions (14) are fulfilled and the second derivative (where it exists) is equal to zero. Finally, let us put
\[ g_t = X_t \{ \psi [e_t - n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp (- n^{-1/2} \kappa) - \psi (e_t \sigma_{e_1}^{-1}) \} \]
and \( r = \max \{|r_1|, |r_k|\} \).

The problem induced by the fact that the derivative \( \psi' \) is a step-function is that we cannot use the relation (47) in the case when there is an \( s_0 \in \{1, 2, \ldots, k\} \) such that one of the following conditions holds:
\[ e_t - n^{-1/2} X_t^T \tau \exp (- n^{-1/2} \kappa) \leq r_{s_0} \leq e_t \]
or\[ e_t \leq r_{s_0} \leq (e_t - n^{-1/2} X_t^T \tau) \exp (- n^{-1/2} \kappa). \]
So the idea of proof is to withdraw from \( S_n (\tau, \kappa) \) the sum of all \( g_t \)'s for which (53) takes place, then to show that the sum of the terms which were withdrawn from \( S_n (\tau, \kappa) \) is small in probability, and finally to add to the “reduced” sum \( S_n (\tau, \kappa) \) for all indices \( t \) which were in the previous step withdrawn appropriate terms (the sum of them will be shown to be also negligible in probability) to reach the assertion of the theorem.

In order to fulfill the just sketched plan, let us denote the event given by (53) by \( B_n (t, \tau, \kappa) \) and its indicator by \( I_{B_n (t, \tau, \kappa)} \). Since the left and the right inequality in (53) are successively equivalent to
\[ r_{s_0} \leq e_t \leq r_{s_0} \exp (n^{-1/2} \kappa) + n^{-1/2} X_t^T \tau \]
and due to the assumption on the upper bound of the density of random fluctuations, there is a constant \( C_1 \) such that the conditional probability of
$B_n(t, \tau, \kappa)$ for given $X_t$ is bounded by $C_1 \{n^{-1/2} |X_T^T \tau + r| \exp(n^{-1/2} \kappa) - 1\}$ (starting from some $n_0$). Now

$$|\exp(n^{-1/2} \kappa) - 1| \leq \left| 1 + n^{-1/2} \Theta + \frac{n^{-1} \Theta^2}{2!} + \frac{n^{-3/2} \Theta^3}{3!} + \ldots \right|$$

$$\leq n^{-1/2} \Theta \left( 1 + n^{-1/2} \Theta + \frac{n^{-1} \Theta^2}{2!} + \frac{n^{-3/2} \Theta^3}{3!} + \ldots \right)$$

$$= n^{-1/2} \Theta \exp(n^{-1/2} \Theta).$$

Then there is a constant $C_2$ such that for $\tau, \kappa \in \mathcal{F}_t$, the corresponding probability is bounded by $n^{-1/2} C_2 \{|X_t| + 1\}$. Similar considerations lead to the existence of a constant $C_3$ such that

$$|\psi([e_t - n^{-1/2} X_t^T \tau] \exp(-n^{-1/2} \kappa) - \psi(e_t)| \leq n^{-1/2} C_3 \{|X_t| + |e_t|\}.$$

Then

$$E||\tilde{g}_t I_{B_n(t, \tau, \kappa)}|| \leq E \{|X_t| \|\psi([e_t - n^{-1/2} X_t^T \tau] \exp(-n^{-1/2} \kappa) - \psi(e_t)| I_{B_n(t, \tau, \kappa)}\}$$

$$\leq n^{-1/2} C_4 E \{|X_t| \|X_t\| + |e_t|\} I_{B_n(t, \tau, \kappa)} \leq n^{-1} C_5 E \{|X_t| \|X_t\| + 1\} \{\|X_t\| + |e_t|\}$$

for appropriate constants $C_4$ and $C_5$. Now we have

$$S_n(\tau, \kappa) = \sum_{t=1}^n g_t I_{B_n(t, \tau, \kappa)} + \sum_{t=1}^n g_t (1 - I_{B_n(t, \tau, \kappa)})$$

and using Chebyshev’s inequality for the nonnegative random variable, we obtain

$$P(\|\sum_{t=1}^n g_t I_{B_n(t, \tau, \kappa)}\| > C_6) \leq C_6^{-1} C_5 E \{|X_t| \|X_t\| + 1\} \{\|X_t\| + |e_t|\}.$$  \hspace{1cm} (54)

On the other hand, $\sum_{t=1}^n g_t (1 - I_{B_n(t, \tau, \kappa)})$ can be treated in the same way as the $S_n(\tau, \kappa)$ in the proof of Theorem 1. To finish the proof we need to add to

$$\sum_{t=1}^n n^{-1/2} X_t (X_t^T \tau + e_t \kappa) \psi'(e_t) (1 - I_{B_n(t, \tau, \kappa)})$$

the sum

$$\sum_{t=1}^n n^{-1/2} X_t (X_t^T \tau + e_t \kappa) \psi'(e_t) I_{B_n(t, \tau, \kappa)}$$

to obtain the expression given in (16), namely $n^{1/2} Q_n \tau + n^{-1/2} W \sum_{t=1}^n X_t \kappa$. However, along similar lines to those we arrived at (54) we may find that

$$\sup_{\mathcal{F}_t} \|\sum_{t=1}^n n^{-1/2} X_t (X_t^T \tau + e_t \kappa) \psi'(e_t) I_{B_n(t, \tau, \kappa)}\| = O_p(1)$$

so that we can add this to (55). That completes the proof. \hspace{1cm} \blacksquare
Proof of Theorem 3. Without loss of generality let us assume that $m = 1$ (write $r$ instead of $r_1$) and $\alpha_0 < \alpha_1$, and put $\delta = \alpha_1 - \alpha_0$. According to the assumptions, there is $C_1 < \infty$ such that $f_{\pi_1}(z) < C_1$. Let us write
$$\xi_t(n, \tau, \kappa) = \psi \left( [e_t - n^{-1/2} X_t^T \tau] \sigma_{\pi_1}^{-1} \exp (-n^{-1/2} \kappa) \right) - \psi \left( e_t \sigma_{\pi_1}^{-1} \right)$$
and assume that $\sigma_{\pi_1} = 1$. It is clear that $\xi_t(n, \tau, \kappa) \neq 0$ only if either
$$e_t < r < [e_t - n^{-1/2} X_t^T \tau] \exp (-n^{-1/2} \kappa)$$
$$\Leftrightarrow n^{-1/2} X_t^T \tau + r \exp (-n^{-1/2} \kappa) < e_t < r$$
or
$$[e_t - n^{-1/2} X_t^T \tau] \exp (-n^{-1/2} \kappa) < r < e_t$$
$$\Leftrightarrow r < e_t < n^{-1/2} X_t^T \tau + r \exp (-n^{-1/2} \kappa).$$

Denote the events described in (56) and (57) successively by $B_t^{(k)}(n, \tau, \kappa)$, $k = 1, 2$. First of all, observe that (56) can take place when
$$n^{-1/2} X_t^T \tau + r \exp (-n^{-1/2} \kappa) < r$$
and similarly (57) can hold if
$$n^{-1/2} X_t^T \tau + r \exp (-n^{-1/2} \kappa) > r.$$

Fix an $i \in \{1, 2, \ldots, p\}$ and denote successively by $D_t^{(j)}(n, \tau, \kappa, l)$, $j = 1, 2, 3, 4$, the events
$$\{ \omega \in \Omega: \{ n^{-1/2} X_t^T \tau + r \exp (-n^{-1/2} \kappa) < r \} \cap \{ X_{it} \leq 0 \} \}$$
$$\{ \omega \in \Omega: \{ n^{-1/2} X_t^T \tau + r \exp (-n^{-1/2} \kappa) < r \} \cap \{ X_{it} > 0 \} \}$$
$$\{ \omega \in \Omega: \{ n^{-1/2} X_t^T \tau + r \exp (-n^{-1/2} \kappa) \geq r \} \cap \{ X_{it} \leq 0 \} \}$$
$$\{ \omega \in \Omega: \{ n^{-1/2} X_t^T \tau + r \exp (-n^{-1/2} \kappa) \geq r \} \cap \{ X_{it} > 0 \} \}.$$

Further, denote by $\pi_t^{(j,k)}(n, \tau, \kappa, l)$, $j = 1, 2, 3, 4$, $k = 1, 2$, the probabilities of the events $B_t^{(k)}(n, \tau, \kappa) \cap D_t^{(j)}(n, \tau, \kappa, l)$. For any $n \in \mathbb{N}$, $j = 1, 2, 3, 4$ and $k = 1, 2$ we have
$$\pi_t^{(j,k)}(n, \tau, \kappa, l) = E I_{B_t^{(k)}(n, \tau, \kappa) \cap D_t^{(j)}(n, \tau, \kappa, l)}$$
$$\leq \int_{-\infty}^{\infty} \int_{-\infty}^{r} f_{\pi_1}(z) dz \ f_X(x) dx$$
$$\leq C_1 \int_{-\infty}^{\infty} \int_{-\infty}^{r} dz \ f_X(x) dx$$
$$\leq n^{-1/2} \int_{-\infty}^{\infty} \left[ X_t^T \tau + r \kappa - hn^{-1/2} \kappa^2 r \right] f_X(x) dx,$$
and hence there is a constant $C_2$ such that

$$\pi^{(j,k)}(n, \tau, \kappa, l) < n^{-1/2} C_2 \{ E \|X_d\| + 1 \}.$$  

Of course, the lower and upper bounds of the integral in (60) should be interchanged if

$$r < n^{-1/2} [ X_d^T \tau + r \exp (n^{-1/2} \kappa) ]$$

but (61) holds for any combination of $j$ and $k$. Now, we shall study the sum

$$S_{nl}(\tau, \kappa) = \sum_{l=1}^{n} X_{ut} [\xi_t(n, \tau, \kappa) - E \xi_t(n, \tau, \kappa)].$$

Since $\bigcup_{j=1}^{4} D_1^{(j)}(n, \tau, \kappa, l) = \Omega$ a.s., we have

$$\xi_t(n, \tau, \kappa) = \sum_{j=1}^{4} [\xi_t(n, \tau, \kappa) I_{D_1^{(j)}(n, \tau, \kappa, l)}] \text{ a.s.,}$$

and hence

$$E \xi_t(n, \tau, \kappa) = \sum_{j=1}^{4} E [\xi_t(n, \tau, \kappa) I_{D_1^{(j)}(n, \tau, \kappa, l)}].$$

Then

$$\sum_{i=1}^{n} X_{ut} [\xi_t(n, \tau, \kappa) - E \xi_t(n, \tau, \kappa)] = \sum_{i=1}^{n} \sum_{j=1}^{4} X_{ut} [\xi_t(n, \tau, \kappa) I_{D_1^{(j)}(n, \tau, \kappa, l)} - E [\xi_t(n, \tau, \kappa) I_{D_1^{(j)}(n, \tau, \kappa, l)}]].$$

Now consider $X_{ut} [\xi_t(n, \tau, \kappa) I_{D_1^{(1)}(n, \tau, \kappa, l)} - E [\xi_t(n, \tau, \kappa) I_{D_1^{(1)}(n, \tau, \kappa, l)}]].$ We easily find that (for $\delta$ see the second line of the proof of Theorem 3)

$$X_{ut} [\xi_t(n, \tau, \kappa) I_{D_1^{(1)}(n, \tau, \kappa, l)} - E [\xi_t(n, \tau, \kappa) I_{D_1^{(1)}(n, \tau, \kappa, l)}]] = \delta X_{ut} (1 - \pi^{(1,1)}_t(n, \tau, \kappa, l)) = -\delta |X_{ut}| (1 - \pi^{(1,1)}_t(n, \tau, \kappa, l)) > -\delta |X_{ut}|$$

with probability $\pi^{(1,1)}_t(n, \tau, \kappa, l)$

and

$$X_{ut} [\xi_t(n, \tau, \kappa) I_{D_1^{(1)}(n, \tau, \kappa, l)} - E [\xi_t(n, \tau, \kappa) I_{D_1^{(1)}(n, \tau, \kappa, l)}]] = \delta X_{ut} \pi^{(1,1)}_t(n, \tau, \kappa, l) = \delta |X_{ut}| \pi^{(1,1)}_t(n, \tau, \kappa, l) < \delta n^{-1/2} C_2 |X_{ut}| \{ E \|X_d\| + 1 \}$$

with probability $1 - \pi^{(1,1)}_t(n, \tau, \kappa, l)$.

Taking into account the expressions after the first sign of equality in (64) and in (65), and the corresponding probabilities, we immediately find that

$$E \{ X_{ut} [\xi_t(n, \tau, \kappa) I_{D_1^{(1)}(n, \tau, \kappa, l)} - E [\xi_t(n, \tau, \kappa) I_{D_1^{(1)}(n, \tau, \kappa, l)}]] \} = 0.$$
(Notice that the last equality cannot be found as a consequence of taking the conditional mean value of the expression given in the square brackets). So, putting for any \( n \in \mathbb{N} \) and \( t = 1, 2, \ldots, n \)
\[
a_{it}(n, \tau, \kappa) = \delta |X_{it}| (1 - \pi_{i}^{1,1} (n, \tau, \kappa, l))
\]
and \( b_{it}(n, \tau, \kappa) = \delta |X_{it}| \pi_{i}^{1,1} (n, \tau, \kappa, l) \),
we may use Lemma A.2 (see Appendix II) and define \( \mu_{it}^{(1)} (n, \tau, \kappa) \), the time for Wiener process to exit the interval \((-a_{it}(n, \tau, \kappa), b_{it}(n, \tau, \kappa))\). Then we obtain
\[
X_{it} [\xi_{i} (n, \tau, \kappa) I_{D_{it} (n, \tau, \kappa, b_{it})}] = E [\xi_{i} (n, \tau, \kappa) I_{D_{it} (n, \tau, \kappa, b_{it})}]
\]
where \( \equiv \) means equality in distribution. Similarly, for \( j = 2, 3 \) and 4 we find
\[
X_{it} [\xi_{i} (n, \tau, \kappa) I_{D_{it} (n, \tau, \kappa, b_{it})}] = E [\xi_{i} (n, \tau, \kappa) I_{D_{it} (n, \tau, \kappa, b_{it})}]
\]
Finally, putting \( \mu_{it} (n, \tau, \kappa) = \sum_{j=1}^{4} \mu_{it}^{(j)} (n, \tau, \kappa) \) and taking into account (63), we obtain
\[
n^{-1/4} [S_{nt} (\tau, \kappa) - E S_{nt} (\tau, \kappa)] = n^{-1/4} \sum_{t=1}^{n} X_{it} [\xi_{i} (n, \tau, \kappa) - E \xi_{i} (n, \tau, \kappa)]
\]
\[
\equiv n^{-1/4} \sum_{t=1}^{n} \sum_{j=1}^{4} \mathcal{W} (\mu_{it}^{(j)} (n, \tau, \kappa)) \equiv n^{-1/4} \sum_{t=1}^{n} \mathcal{W} (\mu_{it} (n, \tau, \kappa))
\]
\[
\equiv \mathcal{W} (n^{-1/2} \sum_{t=1}^{n} \mu_{it} (n, \tau, \kappa)).
\]
Now, let us take into account inequalities which are given in (61), (64) and (65), and put \( c_{it} = \delta |X_{it}| \) and \( d_{it} = n^{-1/2} \delta C_{2} |X_{it}| \cdot [E |X_{it}| + 1] \)
Defining
\[
(66) \quad \bar{\mu}_{it} (n, \Theta) - \text{the time for Wiener process to exit the interval } (-c_{it}, d_{it}),
\]
we obtain
\[
\mu_{it} (n, \tau, \kappa) \leq \bar{\mu}_{it} (n, \Theta),
\]
and therefore
\[
(67) \quad \sup_{a_{it}} n^{-1/4} |S_{nt} (\tau, \kappa) - E S_{nt} (\tau, \kappa)| \leq \sup_{a_{it}} \mathcal{W} (n^{-1/2} \sum_{t=1}^{n} \mu_{it} (n, \tau, \kappa))
\]
\[
\leq \sup \{ \mathcal{W} (s); 0 \leq s \leq n^{-1/2} \sum_{t=1}^{n} \bar{\mu}_{it} (n, \Theta) \}.
\]
Moreover (see again Lemma A.2), we have from (66) for any \( \tau, \kappa \in \mathcal{T}_{\Theta} \)
\[
E \bar{\mu}_{it} (n, \Theta) \leq 4n^{-1/2} C_{2} EX_{it}^{2} |E |X_{it}| [E |X_{it}| + 1] \quad \text{for all } n \in \mathbb{N},
\]
i.e.
\[
n^{-1/2} \sum_{t=1}^{n} E \bar{\mu}_{it} (n, \Theta) \leq C_{2} EX_{it}^{2} |E |X_{it}| [E |X_{it}| + 1].
\]
It means that for any positive \( \varepsilon \) there is a constant \( C_3 \) and \( n_\varepsilon \in N \) such that for any \( n > n_\varepsilon \)

\[
P \left\{ n^{-1/2} \sum_{t=1}^{n} \tilde{\mu}_t(n, \Theta) > C_3 \right\} < \varepsilon/2,
\]

and then there is also \( C_4 \in (0, \infty) \) such that

\[
P \left\{ \sup_{s \in \mathcal{W}} \{ \mathcal{W}(s) : 0 \leq s \leq C_3 \} > C_4 \right\} < \varepsilon/2,
\]

see e.g. Csörgö and Révész (1981). By (67)–(69), we get

\[
P \left\{ \sup_{s \in \mathcal{S}_n} n^{-1/4} |S_n(\tau, \kappa) - ES_n(\tau, \kappa)| > C_4 \right\} < \varepsilon,
\]

which means that also

\[
\sup_{s \in \mathcal{S}_n} n^{-1/4} \|S_n(\tau, \kappa) - ES_n(\tau, \kappa)\|
\]

is bounded in probability. We shall complete the proof if we show that

\[
n^{-1/4} \sup_{s \in \mathcal{S}_n} \|ES_n(\tau, \kappa) + n^{-1/2} \delta\| \sum_{t=1}^{n} [X_t(X_t^T \tau + kr)f_{\kappa}(r)]\| = O(1).
\]

We have already shown that

\[
E \xi_r(n, \tau, \kappa) = \sum_{j=1}^{4} E \left[ \xi_r(n, \tau, \kappa) I_{D(r)}(n, \tau, \kappa, 0) \right] \quad \text{(see (62)).}
\]

On the other hand, we have

\[
E \left\{ X_t \xi_r(n, \tau, \kappa) I_{D(r)}(n, \tau, \kappa, 0) \right\} = E \left\{ X_t E \left[ \xi_r(n, \tau, \kappa) I_{D(r)}(n, \tau, \kappa, 0) | X_t \right] \right\}
\]

\[
e E \left\{ X_t \int_{-\infty}^{r} \xi_r(n, \tau, \kappa) I_{D(r)}(n, \tau, \kappa, 0) f_{\kappa}(z) \, dz \right\} = \delta E \left\{ X_t \int_{n^{-1/2}X_t^T + r\exp(n^{-1/2} k)}^{r} f_{\kappa}(z) \, dz \right\}
\]

\[
e \delta E \left\{ X_t \int_{n^{-1/2}X_t^T + r\exp(n^{-1/2} k)}^{r} [f_{\kappa}(z) + f_{\kappa}(z) - f_{\kappa}(r)] \, dz \right\}.
\]

(Again, the upper and lower bounds of the integral should be interchanged if it is appropriate.) The last expression is equal to

\[
-\delta E \left\{ X_t \left[ n^{-1/2} X_t^T \tau + r \left( \exp(n^{-1/2} k) - 1 \right) \right] f_{\kappa}(r) \right\} + ER_{\tau}^n(\tau, \kappa),
\]

where

\[
R_{\tau}^n(\tau, \kappa) = \delta \left\{ X_t \int_{n^{-1/2}X_t^T + r\exp(n^{-1/2} k)}^{r} [f_{\kappa}(z) - f_{\kappa}(r)] \, dz \right\}.
\]

Moreover,

\[
\exp(n^{-1/2} k) - 1 = n^{-1/2} k + \frac{n^{-1} k^2}{2!} + \frac{n^{-3/2} k^3}{3!} + \ldots,
\]
and hence we have

\[
ES_n(\tau, \kappa) + n^{-1/2} \delta E \sum_{t=1}^{n} [X_t (X^T_t \tau + \kappa r) f_{\varepsilon_t}(r)] \\
= \sum_{t=1}^{n} \left\{ ER_n^* - n^{-1/2} \delta t E X_t \left[ \frac{n^{-1} \kappa^2}{2!} + \frac{n^{-3/2} \kappa^3}{3!} + \ldots \right] \right\}.
\]

Finally,

\[
 n^{-1/4} \sup_{\mathcal{F}_0} \| ES_n(\tau, \kappa) + n^{-1/2} \delta E \sum_{t=1}^{n} [X_t (X^T_t \tau + \kappa r) f_{\varepsilon_t}(r)] \| \\
= n^{-1/4} \sup_{\mathcal{F}_0} \left\{ \sum_{t=1}^{n} ER_n^*(\tau, \kappa) \right\} + \mathcal{O}(n^{-3/4}) \leq n^{-1/4} \sup_{\mathcal{F}_0} \sum_{t=1}^{n} \| ER_n^*(\tau, \kappa) \| + \mathcal{O}(n^{-3/4}).
\]

Recalling that \( f_{\varepsilon_t}(z) \) is Lipschitz, we have for \( z \in [n^{-1/2} X^T_t \kappa + r \exp(n^{-1/2} \kappa), r] \)

\[
|f_{\varepsilon_t}(z) - f_{\varepsilon_t}(r)| < n^{-1/2} C_5 \left[ \| X_1 \| + 1 \right],
\]

and hence

\[
\| ER_n^*(\tau, \kappa) \| < n^{-1/2} \delta C_5 \| E \left\{ \| X_1 \| \left[ \| X_1 \| + 1 \right] \right\} \int_{n^{-1/2} X^T_t + r \exp(n^{-1/2} \kappa)}^{r} \mathrm{d}z \| \leq n^{-1} C_6 E \left\{ \| X_1 \| \left[ \| X_1 \| + 1 \right] \right\}^2
\]

for some constant \( C_6 \) (again the upper and the lower bound of the integral should be interchanged if it is appropriate). So we have

\[
n^{-1/4} \sup_{\mathcal{F}_0} \sum_{t=1}^{n} \| ER_n^*(\tau, \kappa) \| = \mathcal{O}(n^{-1/4}),
\]

which completes the proof. \( \blacksquare \)

**Proof of Theorem 4.** Firstly, let us realize that the assumption that \( Q \) is positive definite implies that the determinant of this matrix is positive (keep also in mind that the matrix \( Q \) is of type \( p \times p \)). Let us realize that determinant of matrix is a continuous function of the elements of the matrix. Secondly, the sequence of matrices \( \{ Q_n \}_{n=1}^{\infty} \) converges to the matrix \( Q \) in probability. Hence we can find for arbitrary positive numbers \( \varepsilon \) and \( \delta \) an \( n_0 \in \mathbb{N} \) so that for all \( n > n_0 \) the probability of the set on which the determinants of matrices \( Q_n \) differ from the determinant of matrix \( Q \) less than \( \delta \) is at least \( 1 - \varepsilon \). Assume that \( \delta \) is smaller than the determinant of \( Q \). Then, for the corresponding \( n \) and \( \omega \)'s, \( Q_n \) are also positive definite and regular.

Secondly, we are going to use Theorems 1 and 2 with properly selected \( \Theta \). First of all, let us fix \( \varepsilon_1 > 0 \). Due to the \( \sqrt{\gamma} \)-consistency of \( \hat{\sigma}_n^2(\omega) \) we may find \( n_1 \in \mathbb{N} \), \( n_1 > n_0 \), so that for all \( n > n_1 \) there is a set \( D_n \) such that \( P(D_n) < \varepsilon_1 \) and for any \( \omega \in D_n \) we have \( \sqrt{n} |\hat{\sigma}_n^2(\omega) - \sigma_n^2(\omega)| < L \) for some \( L > 0 \). Then of course for
any \( \omega \in D_n \) also \( \sqrt{n |\hat{\sigma}_{(\omega)} - \sigma_{e_1}| < I^* \) for some \( I^* > 0 \). It means that we can write 
\( \hat{\sigma}_{(\omega)}(\omega) = \sigma_{e_1} \exp(n^{-1/2} \kappa) \) for some \( \kappa = \kappa(\omega) \), where \( |\kappa(\omega)| < I^* \). Finally, select any \( \Theta > I^* \). Now, using (15) and (16) we obtain

\[
(70) \quad n^{-1/2} \sum_{t=1}^{n} X_t \psi \left( [e_t - n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp \left( -n^{-1/2} \kappa \right) \right) = n^{-1/2} \sum_{t=1}^{n} X_t \psi (e_t \sigma_{e_1}^{-1}) - \gamma Q_n \tau - \text{WEX}_1 \kappa + o_p(1).
\]

By Assumptions \( \mathcal{B} \) and the assumptions on the functions \( \psi_{\omega} \) and \( \psi_c \) it is possible to verify that the assumptions of the Lindeberg–Lévy theorem are fulfilled for the sequence of random variables \( \{X_t \psi (e_t \sigma_{e_1}^{-1})\}_{t=1}^{\infty} \) and from the assumption that \( E \psi (e_t \sigma_{e_1}^{-1}) = 0 \) and \( X_t \) and \( e_t \) are mutually independent it follows that

\[
n^{-1/2} \sum_{t=1}^{n} X_t \psi (e_t \sigma_{e_1}^{-1})
\]

is bounded in probability (of course, independently of \( \tau \) and \( \kappa \)). It means that for any \( \varepsilon_2 > 0 \) there is a constant \( C_1 > 0 \) and \( n_2 \in N, n_2 > n_1, \) such that for any \( n > n_2 \) we have

\[
P(B_n) > 1 - \varepsilon_2 \quad \text{for} \quad B_n = \{ \omega \in Q: \|n^{-1/2} \sum_{t=1}^{n} X_t \psi (e_t \sigma_{e_1}^{-1})\| < C_1 \}.
\]

Further, for any \( \Delta > 0 \), let \( n_3 > n_2 \) be selected so that for all \( n > n_3 \) there is a set \( C^d_n \) such that for all \( \omega \in C^d_n \) the term \( o_p(1) \) in (70) is smaller than \( \Delta \) and

\[
P(C^d_n) > 1 - \varepsilon_2.
\]

Without loss of generality, let us assume that \( \gamma > 0 \). Taking into account the linearity in \( \tau \) of

\[
\tau^T n^{-1/2} \sum_{t=1}^{n} X_t \psi (e_t \sigma_{e_1}^{-1}) \quad \text{and} \quad \tau^T \text{WEX}_1 \kappa,
\]

we may find for any \( C_2 > 0 \) and any fixed \( \kappa \in (0, C_2) \) a constant \( C_3 > 0 \) so that for any \( n > n_3, \omega \in B_n \cap C^d_n \) and any \( \tau \in R^p, \|\tau\| = C_3 \), we have

\[
-\tau^T n^{-1/2} \sum_{t=1}^{n} X_t \psi \left( [e_t - n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp \left( -n^{-1/2} \kappa \right) \right) = -\tau^T n^{-1/2} \sum_{t=1}^{n} X_t \psi (e_t \sigma_{e_1}^{-1}) + \gamma \tau^T Q_n \tau + \tau^T \text{WEX}_1 \kappa + o_p(1) > 0
\]

(since we have assumed that the matrix \( Q \) is positive definite and \( \gamma > 0 \)). Finally, applying Assertion A.4 (see Appendix II) for any \( n > n_2 \) and \( \omega \in B_n \cap C^d_n \cap D_n \) we find \( \tau \in R^p \) such that \( \|\tau\| \leq C_3, \tau = \tau(u, \omega) \) and

\[
\sum_{t=1}^{n} X_t \psi \left( \frac{Y_t - X_t^T \beta_0 + n^{-1/2} X_t^T \tau}{\sigma_{(\omega)}^2} \right) = 0.
\]
Writing $\tau(u, \omega) = \sqrt{n}(\beta(u, \omega) - \beta^0)$ and using once again $\sqrt{n}$-consistency of $\hat{\sigma}(n)$, we complete the proof of the promised assertion. ■

Proof of Corollary 2. Let us recall that by the previous theorem we get

$$\tau = \sqrt{n}(\hat{\beta}(M,n) - \beta^0) = O_p(1)$$

and by the assumptions of this corollary we also have

$$\kappa = \sqrt{n}(\log \hat{\sigma}(n) - \log \sigma_e) = O_p(1).$$

Moreover,

$$\sum_{t=1}^{n} X_t \psi([e_t - n^{-1/2} X_t^T \tau] \sigma_e^{-1}) \exp\left(-n^{-1/2} \kappa\right) = \sum_{t=1}^{n} X_t \psi\left(\frac{Y_t - X_t^T \hat{\beta}(M,n)}{\hat{\sigma}(n)}\right) = 0.$$

So using (15) and (16) for $\tau = \sqrt{n}(\hat{\beta}(M,n) - \beta^0)$ and $\kappa = \sqrt{n}(\log \hat{\sigma}(n) - \log \sigma_e)$, we obtain

$$-n^{-1/2} \sum_{t=1}^{n} X_t \psi(e_t \sigma_e^{-1}) + \sqrt{n} \gamma Q_n(\hat{\beta}(M,n) - \beta)$$

$$+ n^{-1/2} W \sum_{t=1}^{n} X_t (\log \hat{\sigma}(n) - \log \sigma_e) = O_p(n^{-1/2}),$$

which yields (19). ■

Proof of Corollary 3 directly follows from the previous corollary. ■

Proof of Theorem 5. Similarly to considerations in the proof of Theorem 3, without loss of generality let us assume that $m = 1$ (i.e. the function $\psi$ has only one discontinuity), $r = 0$, $\alpha_2 = -\alpha_1 = \frac{1}{2}$. Fixing in an appropriate way $\Theta$ (see the second paragraph of the proof of Theorem 4), let us consider for $\|\tau\| < \Theta$, $|\kappa| < \Theta$

$$\sum_{t=1}^{n} X_t \left\{ \psi\left([e_t - n^{-1/2} X_t^T \tau] \sigma_e^{-1} \exp\left(-n^{-1/2} \kappa\right)\right) - \psi_n\left([e_t - n^{-1/2} X_t^T \tau] \sigma_e^{-1} \exp\left(-n^{-1/2} \kappa\right)\right)\right\}.$$

Since $\psi(z) = \psi_n(z)$ for $|z| \geq Kn^{-\delta}$, the difference

$$\psi\left([e_t - n^{-1/2} X_t^T \tau] \sigma_e^{-1} \exp\left(-n^{-1/2} \kappa\right)\right) - \psi_n\left([e_t - n^{-1/2} X_t^T \tau] \sigma_e^{-1} \exp\left(-n^{-1/2} \kappa\right)\right)$$

is nonzero only in the case when

$$\|\left[e_t - n^{-1/2} X_t^T \tau\right] \sigma_e^{-1} \exp\left(-n^{-1/2} \kappa\right)\| < Kn^{-\delta},$$
i.e. when

\[(71) \quad -Kn^{-9} \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa) + n^{-1/2} X_t^T \tau \]

\[\leq \epsilon_t \leq Kn^{-9} \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa) + n^{-1/2} X_t^T \tau.\]

According to the assumption of Theorem 3 there is \( J > 0 \) such that \( f(e_t(\epsilon)) < J \). It means that probability of the event (71) is bounded by \( 2JKn^{-9} \) (notice that the presence of \( X_t \) in the boundaries of the interval given in (71) does not play any role). For the notational simplicity let \( I_t \) be the indicator of the set

\[ \{ \omega: \psi([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) \neq \Phi_n([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) \}. \]

Then

\[ E \{ X_t \{ \psi([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) \}
\[ - \Phi_n([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) \}
\]

\[ = E \{ X_t \{ \psi([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) \}
\[ - \Phi_n([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) \} I_t \}
\]

\[ < E \| X_t \| \cdot \delta \cdot JKn^{-9}. \]

Since \( \delta > \frac{1}{2} \), it implies that for any \( \epsilon > 0 \)

\[ P([n^{-1/2} \sum_{t=1}^{n} X_t \{ \psi([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) \}
\[ - \Phi_n([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) \}) > \epsilon \]

\[ \leq \epsilon^{-1} n^{-1/2} \sum_{t=1}^{n} E \| X_t \| \cdot \delta \cdot JKn^{-9} = o(1). \]

An analogical way leads to

\[(72) \quad n^{-1/2} \sum_{t=1}^{n} X_t \{ \psi(e_t \sigma_{e_1}^{-1}) - \Phi_n(e_t \sigma_{e_1}^{-1}) \} = o_p(1). \]

Applying (17) we obtain

\[ \sup_{x} \| n^{-1/2} \sum_{t=1}^{n} X_t \{ \psi_n([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) - \Phi_n(e_t \sigma_{e_1}^{-1}) \}
\]

\[ + q \tau + \omega \kappa \|

\[ \leq n^{-1/2} \sup_{x} \| \sum_{t=1}^{n} X_t \{ \psi_n([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa))
\]

\[ - \psi([e_t-n^{-1/2} X_t^T \tau] \sigma_{e_1}^{-1} \exp(-n^{-1/2} \kappa)) \}| |\]
+ n^{-1/2} \sup_{S_n} \left\| \sum_{i=1}^{n} X_i \left( \tilde{\psi}_n(e_i \sigma_{e_i}^{-1}) - \psi(e_i \sigma_{e_i}^{-1}) \right) \right\| + \sup_{S_n} \| n^{-1/2} S_n(\tau, \kappa) + q \tau + w \kappa \|
\] = o_p(1) \quad \text{as} \quad n \to \infty.

But it states that we may use the same idea which was used in the proof of Theorem 4, since we have

\[ n^{-1/2} \sum_{i=1}^{n} X_i \tilde{\psi}_n \left( [e_i - n^{-1/2} X_i^T \tau] \sigma_{e_i}^{-1} \exp \left( -n^{-1/2} \kappa \right) \right) = n^{-1/2} \sum_{i=1}^{n} X_i \tilde{\psi}_n(e_i \sigma_{e_i}^{-1}) - q \tau - w \kappa + o_p(1) \]

(compare (70) and (73)). Since it is clear that for the function $\psi$ (this is really $\psi$, not $\tilde{\psi}_n$) we can verify (as in the proof of Theorem 4) the assumptions of the Lindeberg-Lévy theorem, so that again for any $\varepsilon > 0$ we find a constant $C_1$ and $n_0 \in \mathbb{N}$ such that for any $n > n_0$ we have

\[ P(B_n) > 1 - \varepsilon \quad \text{for} \quad B_n = \{ \omega \in \Omega : \left\| n^{-1/2} \sum_{i=1}^{n} X_i \psi(e_i \sigma_{e_i}^{-1}) \right\| < C_1 \}. \]

Using (72) once again we can find an $n_1 \geq n_0$ such that for any $n > n_1$ we have

\[ P(\tilde{B}_n) > 1 - 2\varepsilon \quad \text{for} \quad \tilde{B}_n = \{ \omega \in \Omega : \left\| n^{-1/2} \sum_{i=1}^{n} X_i \tilde{\psi}_n(e_i \sigma_{e_i}^{-1}) \right\| < C_1 \}. \]

Accomplishing similar modifications in the rest of the proof of Theorem 4 we complete the proof of Theorem 5.

Proof of Theorem 6. For simplicity, let us assume at first that the corresponding $\psi$-function is continuous, $W = 0$ and $\sigma_{e_i} = 1$. The asymptotic representation of $\beta(M,n)$ may be written as (see (19))

\[ \hat{\beta}(M,n) - \beta^0 = \frac{1}{n} \gamma^{-1} Q_n^{-1} \sum_{i=1}^{n} X_i \psi(e_i) + \eta, \]

where $\eta$ is a $p$-dimensional random vector of order $O_p(n^{-1})$. Then

\[ r(\hat{\beta}(M,n)) = Y - X \cdot \hat{\beta}(M,n) = X \beta^0 + e - X \beta(M,n) = e - X (\hat{\beta}(M,n) - \beta^0) \]

\[ = e - \frac{1}{n} \gamma^{-1} X Q_n^{-1} \sum_{i=1}^{n} X_i \psi(e_i) + X \cdot \eta. \]

Let us recall what we have already known about the magnitude of the terms in (75) (under the hypothesis of independence). The vector of random fluctuations $e$ has of course the coordinates of order $O_p(1)$. The second term

\[ \frac{1}{n} \gamma^{-1} X Q_n^{-1} \sum_{i=1}^{n} X_i \psi(e_i) \]
has its coordinates of order $O_p(n^{-1/2})$, since the assumptions of the Lindeberg–Lévy theorem (see (14)) hold for the sequence \( \{X_t \psi(e_t)\}_{t=1}^{\infty} \) of independent identically distributed random variables with zero mean and finite positive variance, and hence $n^{-1/2} \sum_{i=1}^{n} X_t \psi(e_t)$ is bounded in probability. Finally, coordinates of the term $X\eta$ are of order $O_p(n^{-1})$. Let us put

$$\kappa = e - \frac{1}{n} \gamma^{-1} X Q_n^{-1} \sum_{i=1}^{n} X_t \psi(e_t) \quad \text{and} \quad \tau = X \cdot \eta.$$  

Then for any positive semidefinite matrix $A$ we have

$$r^T (\hat{\beta}(M,n)) A r(\hat{\beta}(M,n)) = \kappa^T A \kappa + \kappa^T A \tau + \tau^T A \kappa + \tau^T A \tau.$$  

From what we have just stated on the order of coordinates of $\kappa$ and $\tau$, it is clear that the leading term $\kappa^T A \kappa$ is about $n^{1/2}$ times greater than any other term in the last equality. That is why we shall take in the next considerations into account only the term $\kappa^T A \kappa$ in the numerator of Durbin–Watson statistic evaluated for $r(\hat{\beta}(M,n))$. Since the situation of the denominator is similar, we shall consider the statistics

$$\frac{\kappa^T A \kappa}{\kappa^T \kappa}$$

as an approximation to the precise value of $z(\beta(M,n))$. Since $\kappa^T \kappa$ is not negligible in probability, we have

$$|z(\beta(M,n)) - \frac{\kappa^T A \kappa}{\kappa^T \kappa}| = O_p(n^{-1/2}).$$

Let us put

$$\Psi(e) = (\psi(e_1), \psi(e_2), \ldots, \psi(e_n))^T, \quad \varphi = [\varphi - X (X^T X)^{-1} X^T] e = M \cdot e$$

and

$$\phi = X (X^T X)^{-1} X^T \left[ e - \frac{\Psi(e)}{\gamma} \right] = \tilde{M} \left[ e - \frac{\Psi(e)}{\gamma} \right]$$

(say).

Then

$$\kappa = \varphi + \phi \quad \text{and} \quad M \cdot \tilde{M} = 0,$$

so that

$$\varphi^T \cdot \phi = 0,$$

which implies that

$$\frac{\kappa^T A \kappa}{\kappa^T \kappa} = \frac{\varphi^T A \varphi + 2 \varphi^T A \phi + \phi^T A \phi}{\varphi^T \varphi + \phi^T \phi}$$

$$= \frac{e^T M^T A e + 2 e^T M^T A \tilde{M} [e - \Psi(e)/\gamma] + [e - \Psi(e)/\gamma]^T \tilde{M} M [e - \Psi(e)/\gamma]}{e^T M e + [e - \Psi(e)/\gamma]^T \tilde{M} [e - \Psi(e)/\gamma]}.$$
Using Assertion 3 let us find an orthogonal matrix $L$ (i.e. $L^T \cdot L = \mathcal{I}_n$) so that

\begin{equation}
L^T ML = D,
\end{equation}

where $D$ is the diagonal matrix and the diagonal elements are just the eigenvalues of the matrix $M$. (Notice that due to the fact that $L$ is orthogonal, and hence regular, it has the left inverse matrix equal to the right inverse one, and so we have also $L^T L = \mathcal{I}_p$.) Let us recall that the matrix $L$ is created from the eigenvectors of the matrix $M$ and that $M$ is the projection matrix (into the space $\mathcal{M}(M)$, the vector space generated by columns of the matrix $M$.) This implies that it is idempotent ($M \cdot M = M$), and hence $D$ contains only ones and zeros. Since $\text{rank}(D) = \text{rank}(M) = n - p$, we may arrange the columns of $L$ so that

\begin{equation}
L^T ML = \begin{bmatrix}
\mathcal{I}_{n-p} & 0 \\
\cdots & \cdots \\
0 & 0
\end{bmatrix},
\end{equation}

where 0 stands for a zero matrix with appropriate numbers of rows and columns. Now we may write

\begin{equation}
L^T MAML = L^T ML \cdot L^T AL \cdot L^T ML
\end{equation}

where

\begin{equation}
\begin{bmatrix}
B_1 & B_3 \\
\cdots & \cdots \\
B_2 & B_4
\end{bmatrix}
\end{equation}

is the appropriate partition of the real symmetric matrix $L^T AL$. Now returning to (79) we may notice that

\begin{equation}
L^T \tilde{M}L = L^T (\mathcal{I}_n - M) L = L^T L - L^T ML = \begin{bmatrix}
0 & 0 \\
\cdots & \cdots \\
0 & \mathcal{I}_p
\end{bmatrix}.
\end{equation}

Similarly, returning to (80) we infer that for $\tilde{M} = X(X^T X)^{-1} X^T$ (see (76))

\begin{equation}
L^T \tilde{MA}\tilde{M}L = L^T \tilde{M}L\tilde{AL}\tilde{M}L
\end{equation}

where

\begin{equation}
\begin{bmatrix}
0 & 0 \\
\cdots & \cdots \\
0 & \mathcal{I}_p
\end{bmatrix}
\end{equation}

\begin{equation}
\begin{bmatrix}
B_1 & B_3 \\
\cdots & \cdots \\
B_2 & B_4
\end{bmatrix}
\end{equation}

\begin{equation}
\begin{bmatrix}
0 & 0 \\
\cdots & \cdots \\
0 & \mathcal{I}_p
\end{bmatrix}
\end{equation}
Let $N_1$ and $N_2$ be orthogonal matrices diagonalizing $B_1$ and $B_4$, respectively, i.e.

$$N_1^T B_1 N_1 = \begin{bmatrix} v_1 \\ v_2 \\ \vdots \\ v_{n-p} \end{bmatrix}$$

and

$$N_2^T B_4 N_2 = \begin{bmatrix} v_{n-p+1} \\ v_{n-p+2} \\ \vdots \\ v_n \end{bmatrix},$$

where the blank spaces represent zeros, $v_1, v_2, \ldots, v_{n-p}$ are eigenvalues of $B_1$ (and of course also nonzero eigenvalues of $MA$) and $v_{n-p+1}, v_{n-p+2}, \ldots, v_n$ are eigenvalues of $B_4$ (which are equal to nonzero eigenvalues of $\tilde{M}A$). Then

$$\tilde{N} = \begin{bmatrix} N_1 & 0 \\ 0 & N_2 \end{bmatrix}$$

is orthogonal and for $\tilde{H} = L \cdot \tilde{N}$ we have

(81) \[ \tilde{H}^T M \tilde{H} = \tilde{N}^T L^T M L \tilde{N} = \tilde{N}^T \begin{bmatrix} \mathcal{J}_{n-p} & 0 \\ 0 & 0 \end{bmatrix} \tilde{N} = \begin{bmatrix} \mathcal{J}_{n-p} & 0 \\ 0 & 0 \end{bmatrix} \]

and

(82) \[ \tilde{H}^T \tilde{M} \tilde{H} = \tilde{N}^T L^T \tilde{M} L \tilde{N} = \tilde{N}^T \begin{bmatrix} 0 & 0 \\ \mathcal{J}_p & 0 \end{bmatrix} \tilde{N} = \begin{bmatrix} 0 & 0 \\ 0 & \mathcal{J}_p \end{bmatrix}. \]

Further, we obtain

(83) \[ \tilde{H}^T M A M \tilde{H} = \tilde{H}^T M \tilde{H} \tilde{H}^T A \tilde{H} \tilde{H}^T M \tilde{H} = \begin{bmatrix} v_1 & v_2 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & v_{n-p} & 0 \end{bmatrix} \]

and

(84) \[ \tilde{H}^T \tilde{M} A \tilde{M} \tilde{H} = \tilde{H}^T \tilde{M} \tilde{H} \tilde{H}^T A \tilde{H} \tilde{H}^T \tilde{M} \tilde{H} = \begin{bmatrix} 0 & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & v_{n-p+1} & v_{n-p+2} \\ 0 & \cdots & \cdots & v_n \end{bmatrix}. \]
Notice that by (83) we have rank \((MA) = n - p\). Since due to the right part of (77) the “cross-term” in the denominator of (78) has disappeared, it seems quite natural to expect that similarly the “cross-term” in the numerator may disappear in view of the equality

\[(85) \quad MAM\tilde{M} = 0.\]

Unfortunately, (85) is not generally true, as the following example shows. Let

\[
M = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad \tilde{M} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad A = \begin{bmatrix} a \\ b \\ c \end{bmatrix}.
\]

Then

\[
MAM\tilde{M} = \begin{bmatrix} 0 & b \\ 0 & 0 \end{bmatrix}.
\]

It causes that the analysis of the numerator of (78) will be somewhat more complicated. First of all, let us recall that \(M = \mathcal{A} - \mathcal{M}\), and hence

\[(86) \quad MAM\tilde{M} = A\tilde{M} - \mathcal{M}A\tilde{M}.\]

Further, let us put

\[(87) \quad \xi = \tilde{H}Ae, \quad \mathcal{A} = L^TAe, \quad \mathcal{B} = L^T\left[e - \frac{\Psi'(e)}{\gamma}\right], \quad \zeta = \tilde{H}^T\left[e - \frac{\Psi'(e)}{\gamma}\right],\]

and let us recall that \(\tilde{H}\) is orthogonal, i.e. that we have also \(\tilde{H}\xi = e\) and \(\tilde{H}\zeta = e - \frac{\Psi'(e)}{\gamma}\). Keeping in mind that \(X_i\)'s are independent and identically distributed, notice that due to character of the matrices \(L^TA, L^T \text{ and } \tilde{H}^T\) all coordinates of the random vectors \(\mathcal{A}, \mathcal{B} \text{ and } \zeta\) are bounded in probability, and this holds uniformly with respect to \(n\), i.e. with respect to the number of observations. Of course, we do not speak about the maximum of coordinates of these vectors, i.e. about e.g. \(\max_{1 \leq i \leq n} |\mathcal{A}_i| \) but we claim that we can find for all \(\varepsilon > 0\) a constant \(K > 0\) such that, for all \(n \in \mathbb{N} \text{ and } 1 \leq t \leq n, P (|\mathcal{A}_t| > K) < \varepsilon\) (it will be clear from the following that we shall need to know something about simultaneous behavior of the last \(p\) coordinates). Then we have

\[(88) \quad c^TAM\tilde{M}\left[e - \frac{\Psi'(e)}{\gamma}\right] = e^TALL^T\tilde{M}L^T\left[e - \frac{\Psi'(e)}{\gamma}\right] = \sum_{t = n - p + 1}^{n} \mathcal{A}_t \mathcal{B}_t,
\]

and

\[(89) \quad e^TAM\tilde{M}\left[e - \frac{\Psi'(e)}{\gamma}\right] = \sum_{t = n - p + 1}^{n} \nu_t \xi_t \zeta_t.\]
Now using (78), (81)-(84), (86), (88) and (89), we obtain

\[(90) \quad z(\beta^{(M,n)})\]

\[= \sum_{t=1}^{n} v_t \xi_t^2 + \sum_{t=n-p+1}^{n} v_t \xi_t^2 + \sum_{t=n-p+1}^{n} v_t \xi_t \xi_t^2 + \sum_{t=n-p+1}^{n} v_t \xi_t \xi_t^2.\]

It is clear that generally \(z(\beta^{(M,n)})\) and the denominator of (90), i.e. \(r^T(\hat{\beta}^{(M,n)}) r(\hat{\beta}^{(M,n)})\), are not independent, and hence it is not possible to use directly the approach for Durbin–Watson which was based on Pitman’s or von Neumann’s result (see Pitman (1937), von Neumann (1941)).

In the further analysis let us restrict ourselves on the matrix \(A_1\) given in (6). Von Neumann (1941) has already shown (see e.g. Durbin and Watson (1952) or the original paper by von Neumann (1941)) that

\[(91) \quad \lambda_t = 2 \left\{ 1 - \cos \frac{\pi (t-1)}{n} \right\}, \quad t = 1, 2, \ldots, n,\]

and so (see (5)) \(v_t\)'s are bounded from above by 4 and from below by 0. Since \(M = \mathcal{A} - X (X^T X)^{-1} X^T\) has rank \(n-p\) (as we have already mentioned earlier, this follows from (83)), there are \(n-p\) of its eigenvalues which are different from zero. Then employing the Durbin–Watson lemma, we may see the following. Having a fixed sufficiently small positive number \(\delta\), there is an \(n_0 \in \mathbb{N}\) such that for all \(n > n_0\) the value of the most of \(v_t\)'s is greater than that \(\delta\). Taking into account the transformation which defines \(\xi\), namely \(\xi = H^T e\), we conclude that \(\xi\) has independent coordinates. Then using the Lindeberg–Lévy theorem, we may show that \(n^{-1/2} \sum_{t=1}^{n-p} v_t \xi_t^2\) is asymptotically normally distributed, and hence \(\sum_{t=1}^{n-p} v_t \xi_t^2\) (which is of course nonnegative) goes to infinity in probability. On the other hand, let us notice that all the sums in the numerator, except of the first one, contain for any \(n\) only \(p\) elements. It implies that these three last sums in the numerator of (90) are uniformly in \(n\) bounded in probability. In other words, they are asymptotically negligible with respect to the first one. A similar conclusion holds about the second sum in the denominator of \(z(\beta^{(M,n)})\). So we may conclude that asymptotically Pitman’s and von Neumann’s result holds, i.e. that \(z(\beta^{(M,n)})\) and its denominator are asymptotically independent. But it immediately implies the assertion of the theorem because then both types of statistics are the same, i.e. \(z_L(\beta^{(I.S.,n)})\) and \(z_L(\beta^{(M,n)})\) are asymptotically equal each to the other. Similarly we argue for the upper statistics.

The proof for a discontinuous \(\psi\)-function is analogical since the asymptotic representation of the \(\beta^{(M,n)} - \beta^0\) for the continuous and the discontinuous function are of the same character (see Remark 6 and Corollary 3).
Appendix II. Auxiliary Assertions

Lemma A.2 (Štěpán (1987), p. 420, VII.2.8). Let a and b be positive numbers. Further, let $\xi$ be a random variable such that $P(\xi = -a) = \pi$ and $P(\xi = b) = 1 - \pi$ (for $a, b \in (0, 1)$ and $E\xi = 0$. Moreover, let $\tau$ be the time for the Wiener process $W(s)$ to exit the interval $(-a, b)$. Then

$$\xi \equiv W(\tau),$$

where $\equiv$ denotes the equality in distribution of the corresponding random variables. Moreover, $E\tau = a \cdot b = \text{var} \xi$.

Remark A.9. Since the book by Štěpán (1987) is in Czech language, we refer also to Breiman (1968), where however this simple assertion is not isolated. Nevertheless, the assertion can be found directly in the first lines of the proof of Proposition 13.7 (p. 277) of Breiman's book. (See also Theorem 13.6 on p. 276.)

We shall need however a somewhat generalized version of the previous lemma.

Lemma A.3. Let a and b be positive numbers. Further, let $\xi$ be a random variable defined on a probability space $(\Omega, \mathcal{F}, P)$ such that $P(\xi = -a) = \pi_1$, $P(\xi = b) = \pi_2$ and $P(\xi = 0) = \pi_3$, $\pi_j \in (0, 1)$ for $j = 1, 2, 3$ and $\pi_1 + \pi_2 + \pi_3 = 1$. Moreover, let $E\xi = 0$. Finally, write $A = \{\omega \in \Omega: \xi(\omega) = 0\}$, for $\omega \in A$ put $\tau(\omega) = 0$, and for $\omega \in A^C$ let $\tau$ be the time for the Wiener process $W(s)$ to exit the interval $(-a, b)$. Then

$$\xi \equiv W(\tau)$$

where $\equiv$ denotes the equality in distribution of the corresponding random variables. Moreover, $E\tau = a \cdot b \cdot (1 - \pi_3) = \text{var} \xi$.

Proof. Let us put $\tilde{\Omega} = A^C$, $\tilde{\mathcal{F}} = A^C \cap \mathcal{F}$, and $\tilde{P}(B) = \pi_3^{-1} P(B)$. Further, let $\tilde{\xi} = \xi$ for $\omega \in A^C$. Then $\tilde{P}(\tilde{\xi} = -a) = \pi_3^{-1} \cdot \pi_1$ and $\tilde{P}(\tilde{\xi} = b) = \pi_3^{-1} \cdot \pi_2$. Let finally $\tilde{\tau}$ be the time for the Wiener process $W(s)$ to exit the interval $(-a, b)$, and for $\omega \in A^C$ put $\tau(\omega) = \tilde{\tau}(\omega)$. According to Lemma A.1 we have $\xi \equiv W(\tilde{\tau})$ and $E\tilde{\tau} = a \cdot b = \text{var} \xi$. Earlier than we shall continue, let us realize that $E\tilde{\tau} = \int_{0}^{\infty} \tilde{f}(z)dz = a \cdot b$, where $\tilde{f}(z)$ is a density of distribution of $\tilde{\tau}$. Now, evidently, $\xi \equiv W(\tau)$ because on the set $A$ we have $\xi = 0 = W(\tau)$ and

$$E\tau = \int_{0}^{\infty} f(z)dz = 0 \cdot P(A) + \int_{0}^{\infty} \tilde{f}(z)(1 - \pi_3)dz = a \cdot b \cdot (1 - \pi_3) = \text{var} \xi.$$

Assertion A.4. Let $U$ be an open bounded set in $R^p$ and assume that $Q(z): U \subset R^p \rightarrow R^p$ ($U$ is the closure of $U$) is continuous and satisfies $(z - z_0)^T Q(z) \geq 0$ for some $z_0 \in U$ and all $z \in \bar{U} \setminus U$. Then the equation $Q(z) = 0$ has a solution in $\bar{U}$.

For the proof see Ortega and Rheinboldt (1970), Assertion 6.3.4 on p. 163.
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