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Abstract. We investigate the conditions on a compound Poisson process \( (X(t))_{0 \leq t \leq 1} \), under which the right tail of \( \sup_{0 \leq t \leq 1} X(t) \) is equivalent to the tail of \( X(1) \). New examples for which this relation does not hold are given.
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1. INTRODUCTION

A classical theme in the theory of stochastic processes is the study of extremes. One of the problems in this realm is about the relation between the tail of the supremum over a finite interval, and the tail of the process at the right end of the interval. The first result in this direction is due to Lévy and states that, if \( X(t) \) is a Brownian motion and \( X(0) = 0 \), then

\[
P\left( \sup_{0 \leq t \leq 1} X(t) > u \right) = 2P(X(1) > u), \quad u > 0.
\]

(See, for example, [7], Chapter 6.) This question was investigated later for other classes of Lévy processes (see [2]–[5], [8]–[10]). One of these studies (see [10]) deals with the class of long-tailed distribution functions,

\[
\mathcal{L} = \left\{ F \text{ d.f.} \mid \lim_{t \to \infty} \frac{1 - F(t - y)}{1 - F(t)} = 1, \forall y \in \mathbb{R} \right\},
\]

and shows in particular that a Lévy process \( X(t) \), satisfying \( F_{X(1)} \in \mathcal{L} \), has the property

\[
P\left( \sup_{0 \leq t \leq 1} X(t) > u \right) \sim P(X(1) > u), \quad u \to \infty.
\]
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Compound Poisson processes form an important class of Lévy processes. They are defined by $X(t) = \sum_{i=1}^{N(t)} X_i$, where $(X_i)_{i=1}^{\infty}$ are i.i.d. random variables, and $N(t)$ is a standard Poisson process with a rate $\lambda > 0$. There are many known distributions which do not belong to $\mathcal{L}$, but for which the limit

$$\lim_{u \to \infty} \frac{P\left(\sup_{0 \leq t \leq 1} X(t) > u\right)}{P(X(1) > u)}$$

exists (see [2], [4], [5]). All these results are proved under certain conditions on the right tail of the jumps of the process. On the other hand, if the jumps are non-negative, then the limit (1.2) clearly exists and equals 1. Thus, the following question arises naturally: does the negative tail of the jumps affect the existence of the limit in (1.2)? We show that, in general, the influence of a negative tail may be quite significant. Namely, we find a distribution $F_1$ on $\mathbb{R}^+$ such that, for every distribution $F_2$ on $\mathbb{R}^-$ with $F_2(0-) > 0$ and $0 < \alpha < 1$, the limit in (1.2) for the corresponding compound Poisson process for the distribution $F = \alpha F_1 + (1 - \alpha) F_2$ does not exist.

It should be mentioned that examples of compound Poisson processes with negative drift for which the limit in (1.2) does not exist were given in [4], but what may happen in the absence of drift was unclear.

2. RESULTS

Let $X(t) = \sum_{i=1}^{N(t)} X_i$, where $(X_i)_{i=1}^{\infty}$ are i.i.d. random variables with distribution function $F$, and $N(t)$ is a standard Poisson process with a rate $\lambda > 0$.

Our first result demonstrates a strange phenomenon.

**Theorem 2.1.** There exists a distribution $F_1$ on $\mathbb{R}^+$ such that, if $F = \alpha F_1 + (1 - \alpha) F_2$, where $F_2$ is any distribution on $\mathbb{R}^-$ with $F_2(0-) > 0$ and $0 < \alpha < 1$, then the process $X$ satisfies

$$\limsup_{u \to \infty} \frac{P\left(\sup_{0 \leq t \leq 1} X(t) > u\right)}{P(X(1) > u)} > \liminf_{u \to \infty} \frac{P\left(\sup_{0 \leq t \leq 1} X(t) > u\right)}{P(X(1) > u)} = 1.$$

It can be derived from Theorem 4.2 of [2] that if $F(0-) > 0$ and

$$\liminf_{u \to \infty} \frac{1 - F(x)}{1 - F * F(x)} > 0,$$

then the following assertions are equivalent:

(i) $F'$ is long-tailed.

(ii) $\lim_{u \to \infty} \frac{P\left(\sup_{0 \leq t \leq 1} X(t) > u\right)}{P(X(1) > u)} = 1$.

The following two results show that, if (2.1) fails to hold, and $F$ is not long-tailed, then (1.1) may fail and may hold.
**Theorem 2.2.** There exists a distribution $F$ such that

$$\liminf_{u \to \infty} \frac{1 - F(x)}{1 - F \ast F(x)} = 0$$

and

$$\limsup_{u \to \infty} \frac{P(\sup_{0 \leq t \leq 1} X(t) \geq u)}{P(X(1) \geq u)} > 1.$$

**Theorem 2.3.** There exists a non-long-tailed distribution $F$ such that

$$F(0-) > 0, \quad \limsup_{u \to \infty} \frac{1 - F(x)}{1 - F \ast F(x)} > 0,$$

and

$$\lim_{u \to \infty} \frac{P(\sup_{0 \leq t \leq 1} X(t) > u)}{P(X(1) > u)} = 1.$$

While the long-tail property and (2.1) may hold simultaneously, neither of these conditions implies the other. Indeed, it was shown in [6] that there exists a long-tailed distribution $F$ such that

$$\liminf_{u \to \infty} \frac{1 - F(u)}{1 - F \ast F(u)} = 0.$$

On the other hand, one can easily verify that the distribution function

$$F(t) = \begin{cases} 0, & t < 1, \\ 1 - 2^{-k}, & 2^k \leq t < 2^{k+1}, \end{cases}$$

where $k \geq 0$, is a non-long-tailed distribution function, and satisfies

$$\liminf_{u \to \infty} \frac{1 - F(u)}{1 - F \ast F(u)} > 0.$$

### 3. PROOFS

In this section we prove Theorems 2.1, 2.3 and 2.2, by introducing appropriate examples. First, we prove Theorem 2.1. To this end, we introduce a distribution $F_1$, and prove that it satisfies the properties stated in the theorem. The distribution function is defined by

$$F_1(x) = \begin{cases} 0, & x < 2, \\ 1 - \frac{1}{n!}, & n! \leq x < (n + 1)!, \quad n = 2, 3, \ldots \end{cases}$$

We start with several lemmas. Put

$$M = \max_{1 \leq i \leq N(1)} X_i \quad \text{and} \quad Y = \sup_{0 \leq t \leq 1} X(t).$$
Lemma 3.1. If $F = \alpha F_1 + (1 - \alpha)F_2$, where $F_2$ is a distribution on $\mathbb{R}_-$, $0 < \alpha < 1$, and $(a_n)_{n=1}^{\infty}$ is a sequence satisfying $3 < a_n < n + 1$ for all $n \geq 3$, then

$$\lim_{n \to \infty} P(M > n! | Y > a_n \cdot n!) = \lim_{n \to \infty} P(M > n! | X(1) > a_n \cdot n!) = 1.$$  

Proof. The equalities are equivalent to

$$\lim_{n \to \infty} \frac{P(M \leq n!, Y > a_n \cdot n!)}{P(Y > a_n \cdot n!)} = \lim_{n \to \infty} \frac{P(M \leq n!, X(1) > a_n \cdot n!)}{P(X(1) > a_n \cdot n!)} = 0.$$  

Obviously,

$$(3.1) \quad P(M \leq n!, Y > a_n \cdot n!) \leq P(N(1) > 2n) + P(M \leq n!, Y > a_n \cdot n!, N(1) \leq 2n).$$  

Since $N(1) \sim P(\lambda)$, we have $P(N(1) > 2n) = O\left(\frac{\lambda^{2n}}{(2n)!}\right)$. For $n \geq 3$, the event $\{M \leq n!, Y > a_n \cdot n!, N(1) \leq 2n\}$ is contained in the event where at least two of the variables $(X_i)_{i=1}^{N(1)}$ assume the value $n!$, and thus

$$P(M \leq n!, Y > a_n \cdot n!, N(1) \leq 2n) \leq \left(\frac{2n}{2}\right) \left(\frac{\alpha}{(n-1)!}\right)^2 = O\left(\frac{1}{((n-2)!)^2}\right).$$  

Returning to (3.1), we find that

$$P(M \leq n!, Y > a_n \cdot n!) = O\left(\frac{\lambda^{2n}}{(2n)!}\right) + O\left(\frac{1}{((n-2)!)^2}\right) = O\left(\frac{C^n}{((n-2)!)^2}\right),$$

where $C = \max\{1, \lambda^2\}$, and thus

$$P(M \leq n!, X(1) > a_n \cdot n!) \leq P(M \leq n!, Y > a_n \cdot n!) = O\left(\frac{C^n}{((n-2)!)^2}\right).$$

On the other hand,

$$P(X(1) > a_n \cdot n!) \geq P(N(1) = 1)P(X_1 > (n+1)! \geq \lambda e^{-\lambda} \frac{\alpha}{n!} \geq \frac{C_1}{n!},$$

and thus

$$P(Y > a_n \cdot n!) \geq \frac{C_2}{n!}.$$
for some $C_1, C_2 > 0$. Altogether
\[
\frac{P(M \leq n!, X(1) > a_n \cdot n!)}{P(X(1) > a_n \cdot n!)} = O\left(\frac{C^n n!}{((n-2)!)^2}\right) = O\left(\frac{C^n}{(n-4)!}\right)
\]
and
\[
\frac{P(M \leq n!, Y > a_n \cdot n!)}{P(Y > a_n \cdot n!)} = O\left(\frac{C^n n!}{((n-2)!)^2}\right) = O\left(\frac{C^n}{(n-4)!}\right),
\]
which completes the proof. □

**Lemma 3.2.** If $F = \alpha F_1 + (1 - \alpha)F_2$, where $F_2$ is a distribution on $\mathbb{R}_-$ and $0 < \alpha < 1$, then
\[
\lim_{n \to \infty} \inf P(N(1) = 2 \mid M > n!) > 0.
\]

**Proof.** Obviously, the required inequality is equivalent to
\[
\limsup_{n \to \infty} \frac{P(M > n!)}{P(N(1) = 2, M > n!)} < \infty.
\]

Now,
\[
P(M > n!) = \sum_{k=1}^{\infty} P(\max_{1 \leq i \leq k} X_i > n!)P(N(1) = k) \leq \sum_{k=1}^{\infty} k \cdot \frac{\alpha}{n!} e^{-\lambda} \frac{\lambda^k}{k!} = \frac{\alpha \lambda}{n!}
\]
and, on the other hand,
\[
P(N(1) = 2, M > n!) \geq P(X_1 > n!) P(N(1) = 2) = \frac{\alpha}{n!} e^{-\lambda} \frac{\lambda}{2}
\]
Thus
\[
\frac{P(M > n!)}{P(N(1) = 2, M > n!)} \leq 2e^{\lambda},
\]
which completes the proof. □

**Lemma 3.3.** If $F = \alpha F_1 + (1 - \alpha)F_2$, where $F_2$ is a distribution on $\mathbb{R}_-$ and $0 < \alpha < 1$, then
\[
\lim_{n \to \infty} P(X(1) > n \cdot n! \mid M > n!) = 1.
\]
Proof. Clearly,
\[ P(X(1) \leq n \cdot n!, M > n!) = \sum_{k=1}^{\infty} P(X(1) \leq n \cdot n!, M > n!, N(1) = k) \]
\[ \leq \sum_{k=1}^{\infty} k \cdot \frac{\alpha}{n!} P(S_{k-1} \leq -n!) e^{-\lambda k} \frac{\lambda^k}{k!} \]
\[ = \frac{\lambda \alpha}{n!} \sum_{k=1}^{\infty} P(S_{k-1} \leq -n!) e^{-\lambda} \frac{\lambda^{k-1}}{(k-1)!} \]
\[ = \frac{\lambda \alpha}{n!} P(X(1) \leq -n!). \]

On the other hand,
\[ P(M > n!) \geq P(N(1) = 1) \frac{\alpha}{n!} = e^{-\lambda} \frac{\lambda \alpha}{n!}. \]

Thus
\[ \frac{P(X(1) \leq n \cdot n!, M > n!)}{P(M > n!)} \leq e^\lambda P(X(1) \leq -n!) \]
and, consequently,
\[ \lim_{n \to \infty} \frac{P(X(1) \leq n \cdot n!, M > n!)}{P(M > n!)} \leq e^\lambda \lim_{n \to \infty} P(X(1) \leq -n!) = 0, \]
which completes the proof. ■

Proof of Theorem 2.1. Since \( F_2(0^-) > 0 \), there is an \( \varepsilon_1 > 0 \) such that \( F(-2\varepsilon_1) > 0 \). By Lemma 3.1 we know that
\[ \lim_{n \to \infty} \sup \frac{P(Y > (n + 1)! - \varepsilon_1)}{P(X(1) > (n + 1)! - \varepsilon_1)} = \lim_{n \to \infty} \sup \frac{P(M > n!, Y > (n + 1)! - \varepsilon_1)}{P(M > n!, X(1) > (n + 1)! - \varepsilon_1)} \]
and
\[ \lim_{n \to \infty} \inf \frac{P(Y > n \cdot n!)}{P(X(1) > n \cdot n!)} = \lim_{n \to \infty} \inf \frac{P(M > n!, Y > n \cdot n!)}{P(M > n!, X(1) > n \cdot n!)}. \]
Therefore,
\[ \lim_{n \to \infty} \sup \frac{P(Y > (n + 1)! - \varepsilon_1)}{P(X(1) > (n + 1)! - \varepsilon_1)} = \lim_{n \to \infty} \sup \frac{P(Y > (n + 1)! - \varepsilon_1 \mid M > n!)}{P(X(1) > (n + 1)! - \varepsilon_1 \mid M > n!)}. \]
and
\[
\liminf_{n \to \infty} \frac{P(Y > n \cdot n!)}{P(X(1) > n \cdot n!)} = \liminf_{n \to \infty} \frac{P(Y > n \cdot n! \mid M > n!)}{P(X(1) > n \cdot n! \mid M > n!)}. 
\]

According to Lemma 3.3,
\[
1 \geq \liminf_{n \to \infty} P(Y > n \cdot n! \mid M > n!) \geq \lim_{n \to \infty} P(X(1) > n \cdot n! \mid M > n!) = 1.
\]

Thus
\[
\tag{3.2} \liminf_{n \to \infty} \frac{P(Y > n \cdot n!)}{P(X(1) > n \cdot n!)} = 1.
\]

On the other hand, we have
\[
P(X_1 = (n + 1)!, X_2 < -\varepsilon_1) \geq \left(\frac{\alpha}{n!} - \frac{\alpha}{(n + 1)!}\right) F(-2\varepsilon_1)
\]
and
\[
P(M > n! \mid N(1) = 2) \leq \frac{2\alpha}{n!},
\]
which implies
\[
P(X_1 = (n + 1)!, X_2 < -\varepsilon_1 \mid M > n!, N(1) = 2) \geq \frac{1}{2} \left(1 - \frac{1}{n + 1}\right) F(-2\varepsilon_1).
\]

Thus, for every \(n \geq 1\),
\[
\tag{3.3} P(Y > (n + 1)! - \varepsilon_1 \mid M > n!, N(1) = 2) \geq P(X(1) > (n + 1)! - \varepsilon_1 \mid M > n!, N(1) = 2) + \frac{1}{4} F(-2\varepsilon_1).
\]

Since
\[
P(Y > (n + 1)! - \varepsilon_1 \mid M > n!, N(1) = k) \geq P(X(1) > (n + 1)! - \varepsilon_1 \mid M > n!, N(1) = k)
\]
for every \(k \in N\), by (3.3) we have
\[
P(Y > (n + 1)! - \varepsilon_1 \mid M > n!) \geq P(X(1) > (n + 1)! - \varepsilon_1 \mid M > n!) + \frac{1}{4} F(-2\varepsilon_1) P(N(1) = 2 \mid M > n!).
\]
Thus
\[
\frac{P(Y > (n + 1)! - \varepsilon_1 | M > n!)}{P(X(1) > (n + 1)! - \varepsilon_1 | M > n!)} \geq 1 + \frac{1}{4} F(-2\varepsilon_1) P(N(1) = 2 | M > n!), \quad n \geq 1.
\]

According to Lemma 3.2, this implies
\[
\lim_{n \to \infty} \frac{P(Y > (n + 1)! - \varepsilon_1 | M > n!)}{P(X(1) > (n + 1)! - \varepsilon_1 | M > n!)} > 1.
\]

Joining (3.2) and (3.4), we complete the proof. □

**Proof of Theorem 2.2.** We shall use a distribution \( F \) similar to that in Theorem 2.1, obtained from the same \( F_1 \), and specific \( F_2 \) and \( \alpha \). Let \( F_2 \) be the distribution defined by
\[
F_2(x) = \frac{-1}{x}, \quad -\infty < x \leq -1,
\]
and take
\[
F(x) = \frac{1}{2} F_1 + \frac{1}{2} F_2, \quad -\infty < x < \infty.
\]
By Theorem 2.1, the process \( X \) satisfies
\[
\lim_{u \to \infty} \sup_{0 \leq t \leq 1} \frac{P(X(t) \geq u)}{P(X(1) \geq u)} > 1.
\]
On the other hand,
\[
1 - F * F(n!) \geq \frac{1}{4(n - 1)!}, \quad n \geq 1.
\]

Thus
\[
\lim_{n \to \infty} \inf \frac{1 - F(n!)}{1 - F * F(n!)} = \lim_{n \to \infty} \inf \frac{1/2n!}{1 - F * F(n!)} \leq \lim_{n \to \infty} \frac{2}{n} = 0,
\]
and, in particular,
\[
\lim_{u \to \infty} \inf \frac{1 - F(u)}{1 - F * F(u)} = 0.
\]
This completes the proof. □

Next we turn to prove Theorem 2.3. We prove two lemmas first.
LEMMA 3.4. If
\[
\lim_{u \to \infty} \frac{P(S_n > u)}{P(X(1) > u)} = 0, \quad n \geq 1,
\]
then
\[
\lim_{u \to \infty} \frac{P(\sup_{0 \leq t \leq 1} X(t) > u)}{P(X(1) > u)} = 1.
\]

Proof. Let \( \varepsilon > 0 \). Since \( N(1) \sim P(\lambda) \), there is a \( K \) such that
\[
P(N(1) = k) < 1 + \varepsilon, \quad k \geq K.
\]
Obviously,
\[
P(\sup_{0 \leq t \leq 1} X(t) > u) \leq \sum_{k=1}^{K} P(S_k > u) + \sum_{k=K+1}^{\infty} P(S_k > u) P(N(1) \geq k),
\]
and
\[
(3.5) \quad P(X(1) > u) \geq \sum_{k=K+1}^{\infty} P(S_k > u) P(N(1) = k).
\]
By the choice of \( K \) we have
\[
\sum_{k=K+1}^{\infty} P(S_k > u) P(N(1) \geq k) < \left(1 + \frac{\varepsilon}{2}\right) \sum_{k=K+1}^{\infty} P(S_k > u) P(N(1) = k),
\]
which, together with (3.5), yields
\[
\frac{\sum_{k=K+1}^{\infty} P(S_k > u) P(N(1) \geq k) }{P(X(1) > u)} < 1 + \frac{\varepsilon}{2}.
\]
On the other hand, the condition of the lemma provides a \( u_0 > 0 \) such that
\[
\sum_{k=1}^{K} P(S_n > u) < \frac{\varepsilon}{2}, \quad u > u_0.
\]
Thus for \( u > u_0 \)
\[
\frac{P(\sup_{0 \leq t \leq 1} X(t) > u)}{P(X(1) > u)} \leq \frac{\sum_{k=1}^{K} P(S_n > u)}{P(X(1) > u)} + \frac{\sum_{k=K+1}^{\infty} P(S_k > u) P(N(1) \geq k)}{P(X(1) > u)} < 1 + \varepsilon,
\]
which proves the lemma. \( \blacksquare \)
LEMMA 3.5. If

\[
\lim_{u \to \infty} \frac{P(X_1 > u)}{P(S_n > u)} = 0
\]

for some \( n > 0 \), then

\[
\lim_{u \to \infty} \frac{P \left( \sup_{0 \leq t \leq 1} X(t) > u \right)}{P(X(1) > u)} = 1.
\]

Proof. Let \( k > 0, \varepsilon > 0 \), and let \( G \) be the distribution function of \( S_{k-1} \). If \( S_k > u \), then \( X_i \geq u/k \) for some \( 1 \leq i \leq k \). Thus

\[
P(S_k > u) \leq k \int_{-\infty}^{\infty} P \left( X_1 > \max \left\{ \frac{u}{k}, u-t \right\} \right) G(dt).
\]

Obviously, \( S_{n+k-1} = S_n + (S_{n+k-1} - S_n) \). The variable \( S_{n+k-1} - S_n \) is a sum of \( k-1 \) i.i.d. variables having the distribution \( F \). Thus, the distribution function of \( S_{n+k-1} - S_n \) is \( G \), which implies

\[
P(S_{n+k-1} > u) \geq \int_{-\infty}^{\infty} P \left( S_n > \max \left\{ \frac{u}{k}, u-t \right\} \right) G(dt).
\]

Condition (3.6) provides a \( u_0 \) such that

\[
P(X_1 > u) \frac{P(S_n > u)}{P(S_n > u)} < \frac{\varepsilon}{k}, \quad u > u_0.
\]

Thus

\[
P \left( X_1 > \max \left\{ \frac{u}{k}, u-t \right\} \right) < \frac{\varepsilon}{k} P \left( S_n > \max \left\{ \frac{u}{k}, u-t \right\} \right), \quad u > ku_0, \quad t \in \mathbb{R},
\]

which implies

\[
k \int_{-\infty}^{\infty} P \left( X_1 > \max \left\{ \frac{u}{k}, u-t \right\} \right) G(dt)
\]

\[
< \varepsilon \int_{-\infty}^{\infty} P \left( S_n > \max \left\{ \frac{u}{k}, u-t \right\} \right) G(dt), \quad u > ku_0,
\]

and thus, by (3.7) and (3.8),

\[
\frac{P(S_k > u)}{P(S_{n+k-1} > u)} < \varepsilon, \quad u > ku_0.
\]
This implies
\[
\lim_{u \to \infty} \frac{P(S_k > u)}{P(S_{n+k-1} > u)} = 0.
\]

Obviously, \( P(X_1 > u) \geq P(S_{n+k-1} > u) P(N(1) = n + k - 1) \). Hence
\[
\lim_{u \to \infty} \frac{P(S_k > u)}{P(X_1 > u)} \leq \lim_{u \to \infty} \frac{P(S_k > u)}{P(S_{n+k-1} > u) P(N(1) = n + k - 1)} = 0
\]
for every \( k \in \mathbb{N} \). It follows that the condition in Lemma 3.4 is fulfilled, which completes the proof of this lemma.

**Proof of Theorem 2.3.** Let \( F \) be the distribution function corresponding to the probability function
\[
P(X_1 = \pm 3^n) = 2^{-4n} c, \quad n \in \mathbb{N},
\]
where \( c = 2 \sum_{n=1}^{\infty} 2^{-4n} \). Obviously, \( F \) is non-long-tailed, \( F(0-) = \frac{1}{2} \), and
\[
P(X_1 + X_2 \geq 3^n) \leq 2P(X_1 \geq 3^n).
\]
Thus
\[
\limsup_{u \to \infty} \frac{1 - F(x)}{1 - F * F(x)} \geq \limsup_{n \to \infty} \frac{P(X_1 \geq 3^n)}{P(X_1 + X_2 \geq 3^n)} \geq \frac{1}{2}.
\]
Clearly, \( P(S_3 = 3^n) \geq P(X_1 = X_2 = X_3 = 3^{n-1}) = (2^{-4^{n-1}}/c)^3 \) for \( n > 1 \), so that
\[
\lim_{n \to \infty} \frac{P(X_1 = 3^n)}{P(S_3 = 3^n)} \leq \lim_{n \to \infty} c 2^{-4^{n-1}} = 0.
\]
This yields
\[
\lim_{u \to \infty} \frac{P(X_1 > u)}{P(S_3 > u)} = 0,
\]
and applying Lemma 3.5, we obtain
\[
\lim_{u \to \infty} \frac{P \left( \sup_{0 \leq t \leq 1} X(t) > u \right)}{P(X_1 > u)} = 1.
\]
Thus, \( F \) satisfies the required properties. ■
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