Abstract. In this article, we first review the main characterizations of multivariate Pearson type II distribution as a subclass of multivariate symmetric spherical distributions. Then we try to provide specific mathematical and statistical principles underlying the construction of this subclass of multivariate distributions.
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1. PRELIMINARIES

The class of multivariate symmetric spherical distributions has received extensive attention as a generalization of multivariate standard normal distribution. The fundamental characterizations and properties of this class of distributions can be found in [3]. The works by Arellano-Valle and Bolfarine [2], Volodin [12], Liang and Bentler [7], Arellano-Valle [1], and references therein have presented more characterizations of the class of multivariate symmetric spherical distributions and some particular subclasses of these distributions. In particular, characterizations of multivariate Pearson type II distribution (MPII) have been obtained by Fang et al. [3], Liang and Bentler [7], and Arellano-Valle [1].

The Pearson type II distribution plays a key role in the class of multivariate symmetric spherical distributions. Specifically, every marginal distribution of a multivariate symmetric distribution can be expressed in terms of the corresponding radial distribution and the Pearson type II distribution; see Arellano-Valle [1]. This important property and other mathematical and statistical features motivate us to focus on this distribution. Let us first recall some basic notions.

Multivariate symmetric spherical distributions are defined on the closure of an \( n \)-sphere. An \( n \)-sphere is a generalization of an ordinary sphere to an arbitrary dimension. From a geometrical point of view, an \( n \)-sphere of radius \( r \) is a locus of \( n \)-dimensional points with maximum distance \( r \) from the origin. An \( n \)-sphere is
represented as follows:

\[ S^n = \{ (x_1, \ldots, x_n) \in R^n, \sum_{i=1}^{n} x_i^2 \leq r^2 \}. \]

In a special case where \( r = 1 \), this shape is called a unit \( n \)-sphere. The volume \( V_n(r) \) and surface area \( S_n(r) \) of an \( n \)-sphere with radius \( r \) are given by

\[ V_n(r) = \frac{\pi^{n/2}}{\Gamma(n/2 + 1)} r^n, \]

\[ S_n(r) = \frac{2\pi^{n/2}}{\Gamma(n/2)} r^{n-1}. \]

Suppose \((U_1, \ldots, U_n)'\) is a random point from a unit \( n \)-sphere with joint density function given by

\[ f_{U_1,\ldots,U_n}(u_1, \ldots, u_n; a) = \frac{\Gamma(a + n/2)}{\Gamma(a)} \pi^{-n/2} (1 - \sum_{i=1}^{n} u_i^2)^{a-1} I(0,1)\left( \sum_{i=1}^{n} u_i^2 \right), \quad a > 0. \]

Then \((U_1, \ldots, U_n)'\) follows multivariate Pearson type II distribution with parameters \( a \) and \( n, MPII_n(a) \), where \( \sum_{i=1}^{n} u_i^2 \) is called a spherical kernel of this multivariate distribution. The class of multivariate Pearson type II distributions formed by their joint density functions is defined as follows:

\[ C = \{ f_{U_1,\ldots,U_n}(u_1, \ldots, u_n; a), \quad a > 0, \quad n \in N \}. \]

This paper is organized as follows. In Section 2 we present fundamental characterizations of the class of multivariate Pearson type II distributions. Some useful properties are also included in Section 2. In Section 3, we provide some mathematical and statistical features of this class of distributions.

### 2. CHARACTERIZATION OF MULTIVARIATE PEARSON TYPE II DISTRIBUTION

In this section, we present main characterizations of the MPII distribution with detailed description. Some further useful results are also included.

**Theorem 2.1.** Suppose \( U = (U_1, \ldots, U_n)' \) follows a multivariate symmetric Pearson type II distribution \( MPII_n(a) \). Then:

1. **(C1)** \( U \) has the stochastic representation \( U \overset{d}{=} \sqrt{V}W \), where \( V \overset{d}{=} \|U\|^2 \) is distributed as beta distribution \( B(n/2, a) \) and the \( n \)-dimensional vector \( W \) is uniformly distributed on the surface of a unit \( n \)-sphere. Furthermore, \( V \) and \( W \) are independent.
For each \( 1 \leq k < n \), \((U_{i1}, \ldots, U_{ik})'\) is distributed as the multivariate Pearson type II distribution \( \text{MPII}_k(a + (n - k)/2) \).

Let us assume that \( U = (U^{(1)}_{1 \times k}, U^{(2)}_{1 \times (n-k)})' \). Then the conditional distribution \((1 - ||U^{(2)}||^2)^{-1/2}U^{(1)}\) given \( U^{(2)} = u^{(2)} \) is distributed as multivariate Pearson type II distribution \( \text{MPII}_k(a) \).

Let \( S = (S_1, \ldots, S_n)' \) be distributed as multivariate symmetric spherical distribution. Then every subvector \( S^{(k)} = (S_{i1}, \ldots, S_{ik})' \), \( 1 \leq k \leq n - 1 \), has the stochastic representation

\[ S^{(k)} \overset{d}{=} ||S||U^{(k)}, \]

where \( U^{(k)} \) is distributed as \( \text{MPII}_k(n - k) \).

**Proof.** See Arellano-Valle \[1\] and Liang and Bentler \[7\].

**Remark 2.1.** Generally, a random vector \( S = (S_1, \ldots, S_n)' \) with multivariate spherical symmetric distribution has the stochastic representation

\[ S \overset{d}{=} ||S||W, \]

where the random vector \( W \) is uniformly distributed on the surface of an \( n \)-sphere.

**Remark 2.2.** If \( n = 2k \), then two halves \((U_1, \ldots, U_k)'\) and \((U_{k+1}, \ldots, U_{2k})'\) have the same distribution. The joint density function of the first vector takes the form

\[ f_{U_1,\ldots,U_k}(u_1, \ldots, u_k) = \pi^{-k/2} \frac{\Gamma(a + 3k/2)}{\Gamma(a + k/2)} \left(1 - \sum_{i=1}^{k} u_i^2\right)^{a+k/2-1} I_{(0,1)}(\sum_{i=1}^{k} u_i^2). \]

**Remark 2.3.** Let us put \( V = \sum_{i=1}^{n} U_i^2 \). Then the conditional distribution of \((U_1, \ldots, U_n)'\) given \( \sqrt{V} = \sqrt{v} \) is uniformly distributed over the surface of an \( n \)-sphere with radius \( \sqrt{v} \).

**Proof.** For the proof note that \( V \sim B(n/2, a) \). Therefore,

\[ f_{\sqrt{V}}(\sqrt{v}) = \frac{2}{B(n/2, a)} v^{(n/2-1)/2}(1 - v)^{a-1}, \]

so we have

\[ f_{U_1,\ldots,U_n|\sqrt{V}}(u_1, u_2, \ldots, u_n|\sqrt{v}) = \frac{\left[\Gamma(a + n/2)\right]}{\Gamma(a)} \pi^{-n/2} (1 - v)^{a-1} \left[\frac{2}{B(n/2, a)} v^{(n/2-1)/2}(1 - v)^{a-1}\right]^{-1} \]

\[ = \frac{1}{S_n(\sqrt{v})}, \]

where \( S_n(\cdot) \) is given by (1.3).
In this section, we obtain some results that lead us to more distinguished features of \(\text{MPII}_n\) distributions.

### 3.1. More characterizations

Let us provide some properties of the class of \(\text{MPII}_n\) distributions through the following theorem.

**Theorem 3.1.** Suppose \(U = (U_1, U_2, \ldots, U_n)' \sim \text{MPII}_n(a)\). Then:

1. **(Norm-scale invariance property).** The transformation of \((T_{i_1}, \ldots, T_{i_k})' = \left(\frac{U_{i_1}}{\|U\|}, \ldots, \frac{U_{i_k}}{\|U\|}\right)',\quad 1 \leq k \leq n - 1,\)
   is distributed as \(\text{MPII}_k\left(\frac{1}{2} + (n - 1 - k)/2\right)\).

2. **If** \(W = (W_1, \ldots, W_n)'\) **is uniformly distributed on the volume of a unit** \(n\)-**sphere, then, for** \(1 \leq k \leq n - 1,\)
   \((W_{i_1}, \ldots, W_{i_k})' \sim \text{MPII}_k\left(1 + \frac{n - k}{2}\right).\)

**Proof.** (P1) By Theorem 2.1 (C2), the random vector \((T_{i_1}, \ldots, T_{i_k})'\) is an exchangeable random vector, so

\((T_{i_1}, \ldots, T_{i_k})' \overset{d}{=} (T_1, \ldots, T_k)'

for any choice of \((i_1, \ldots, i_k)\). Therefore, it suffices to show that \((T_1, \ldots, T_{n-1})'\)
has \(\text{MPII}\) distribution. Put \(V = \sum_{i=1}^n U_i^2\) and \(Y = (T_1, \ldots, T_{n-1}, V)'.\) Then the Jacobian of this transform is as follows:

\[
J = \begin{vmatrix}
\sqrt{v} & 0 & \ldots & 0 & \frac{t_1}{2\sqrt{v}} \\
0 & \sqrt{v} & \ldots & 0 & \frac{t_2}{2\sqrt{v}} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & \sqrt{v} & \frac{t_{n-1}}{2\sqrt{v}} \\
\frac{-t_1\sqrt{v}}{\sqrt{1 - \sum_{i=1}^{n-1} t_i^2}} & \frac{-t_2\sqrt{v}}{\sqrt{1 - \sum_{i=1}^{n-1} t_i^2}} & \ldots & \frac{1 - \sum_{i=1}^{n-1} t_i^2}{2\sqrt{v}} \\
\end{vmatrix}
\]

\[
= \frac{v^{n/2-1}}{\sqrt{1 - \sum_{i=1}^{n-1} t_i^2}}.
\]
Hence we have

\[ f(t_1, \ldots, t_{n-1}, v) = \frac{\Gamma(a + n/2)}{\Gamma(a)} \frac{\pi^{-n/2} v^{n/2-1} (1 - v)^{a-1}}{\sqrt{1 - \sum_{i=1}^{n-1} t_i^2}} I_{(0,1)} \left( \sum_{i=1}^{n-1} t_i^2, I_{(0,1)}(v) \right). \]

It is obvious that \( V \) and \( (T_1, \ldots, T_{n-1})' \) are independent. Moreover, it follows that \( V \) and \( (T_1, \ldots, T_{n-1})' \) are distributed as \( B(n/2, a) \) and \( MPII_{n-1}(\frac{1}{2}) \), respectively.

To prove (P2) note that

\[ f(w_1, \ldots, w_n) = \frac{1}{V_n(1)} I_{(0,1)} \left( \sum_{i=1}^{n} w_i^2 \right). \]

Then the result follows by the fact that \( (W_1, \ldots, W_{n-1})' \sim MPII_{n-1}(\frac{3}{2}) \).

### 3.2. Multivariate Pearson type II transform of a normal random sample.

Since multivariate standard normal distribution plays an important role in the class of multivariate symmetric spherical distributions, in this section we present special transformations of normal and complex normal random samples that follow multivariate Pearson type II distribution.

Let \( X_1, \ldots, X_{n+1} \) be a random sample from normal distribution with mean zero and variance \( \sigma^2 \). Now define the transforms \( R_{n+1} \) and \( U_i, i = 1, \ldots, n+1 \), as follows:

\[
(3.1) \quad R_{n+1} = \sqrt{X_1^2 + X_2^2 + \ldots + X_{n+1}^2}, \\
(3.2) \quad U_i = \frac{X_i}{R_{n+1}}, \quad i = 1, \ldots, n+1.
\]

The random vector \( (U_1, \ldots, U_{n+1})' \) is distributed uniformly over the surface of a unit \((n + 1)\)-sphere; see Rubinstein and Kroese [11] and Marsaglia [8]. Using the following theorem we show that all subvectors \( (U_1, \ldots, U_k)' \), \( k = 1, \ldots, n \), of \( (U_1, \ldots, U_{n+1})' \) are distributed as multivariate Pearson type II distribution. According to Theorem 2.1(C2), it suffices to show that \( (U_1, \ldots, U_n)' \) has multivariate Pearson type II distribution.

**Theorem 3.2.** For fixed \( n \), assume \( R_{n+1} \) and \( (U_1, \ldots, U_n)' \) are defined as in (3.1) and (3.2), respectively.

(i) \( (U_{i1}, U_{i2}, \ldots, U_{ik})' \), \( k = 1, \ldots, n \), and \( R_{n+1} \) are independent.

(ii) \( (U_1, \ldots, U_n)' \) is distributed as \( MPII_n(\frac{1}{2}) \) and

\[
\left( \frac{X_{i1}}{\sqrt{\sum_{j=1}^{n+1} X_j^2}}, \ldots, \frac{X_{ik}}{\sqrt{\sum_{j=1}^{n+1} X_j^2}} \right)' \sim MPII_k \left( \frac{1}{2} + \frac{n - k}{2} \right)
\]

for \( k = 1, \ldots, n - 1 \).
Proof. (i) By similar arguments to those in the proof of Theorem 2.1 (C2) we can obtain

\[
f_{U_1, U_2, \ldots, U_n, R_{n+1}}(u_1, \ldots, u_n, r) = f_{X_1, \ldots, X_{n+1}}(u_1, \ldots, u_n, r) \cdot |J|
\]

\[
= \frac{2 \exp\left(-r^2/2\sigma^2\right)r^n}{(2\pi\sigma^2)^{(n+1)/2}} \sqrt{1 - \sum_{i=1}^n u_i^2} I_{(0,\infty)}(r) I_{(0,1)} \left( \sum_{i=1}^n u_i^2 \right).
\]

Hence \(R_{n+1}\) and \((U_1, \ldots, U_n)'\) are independent.

(ii) It is easy to see that \((U_1, \ldots, U_n)'\) is distributed as \(\text{MPII}_n(1,2)\). We have

\[
(3.3) \quad f_{U_1, \ldots, U_n}(u_1, \ldots, u_n) = \frac{\Gamma(n/2 + 1/2)}{\pi^{(n+1)/2}} \sqrt{1 - \sum_{i=1}^n u_i^2} I_{(0,1)} \left( \sum_{i=1}^n u_i^2 \right).
\]

Comparing (3.3) to (1.4), we can conclude that \((U_1, \ldots, U_n)' \sim \text{MPII}_n(1,2)\).  

**Remark 3.1.** Note that \(R_{n+1}\) is said to have a generalized Rayleigh distribution. In general, a random variable \(X\) follows a generalized Rayleigh distribution with parameters \(k\) and \(\theta\), \(\text{GR}(k, \theta)\), if the density function of \(X\) is given by

\[
f(x) = \frac{2\theta^{k+1}}{\Gamma(k+1)} x^{2k+1} \exp\left(-\theta x^2\right), \quad x \geq 0, \quad \theta > 0, \quad k \geq 0
\]

(see Johnson et al. [6]). By this notation, \(R_{n+1}\) follows \(\text{GR}((n-1)/2, 1/2\sigma^2)\). For \(n = 1\), \(R_{n+1}\) has an ordinary Rayleigh distribution.

Moreover, suppose \(X_1, \ldots, X_n\) are i.i.d. complex normal random variables \(N_c(0, \sigma^2)\). Let

\[
\Re(X) = \left(\Re(X_1), \ldots, \Re(X_n)\right)_{n \times 1}' \quad \text{and} \quad \Im(X) = \left(\Im(X_1), \ldots, \Im(X_n)\right)_{n \times 1}'.
\]

It is well known (see Goodman [4]) that

\[
\left(\Re(X), \Im(X)\right)' \sim \mathcal{N}_{2n}(0, \Sigma), \quad \text{where} \quad \Sigma = \begin{bmatrix} \sigma^2 I & 0 \\ 0 & \sigma^2 I \end{bmatrix}.
\]

Let

\[
R = \frac{\Re(X)}{\|X\|} \quad \text{and} \quad I = \frac{\Im(X)}{\|X\|},
\]

where \(\|X\| = \sqrt{\sum_{i=1}^n (\Re(X_i))^2 + \sum_{i=1}^n (\Im(X_i))^2}\). By Remark 2.2, one can conclude that \(R \overset{d}{=} I\) and both are distributed as \(\text{MPII}_n(1/2, n/2)\).

**3.3. Simulation procedure.** A common procedure to simulate random vectors from a prescribed multivariate distribution is generating their elements sequen-
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tially from their corresponding conditional distributions; see Ross [10]. Using this method and considering Remark 2.3, we can present the following procedure to simulate a random vector \((U_1, \ldots, U_n)\) with \(\text{MPII}_n(a)\) distribution.

For fixed \(a\) and \(n \geq 2\) take the following steps:

Step 1. Generate a random variable \(W \sim B(n/2, a)\).

Step 2. Choose a random point \((U_1, \ldots, U_n)\) uniformly on the surface of an \(n\)-sphere with radius \(\sqrt{w}\) generated in Step 1.

Several methods have been obtained to generate a random point uniformly on the surface of an \(n\)-sphere with radius \(r\); see, e.g., Muller [9], Marsaglia [8], Guralnik et al. [5], and Rubinstein and Kroese [11]. According to these works, an efficient approach is to generate the vector

\[
\left( \frac{r X_1}{\sqrt{X_1^2 + \cdots + X_n^2}}, \ldots, \frac{r X_n}{\sqrt{X_1^2 + \cdots + X_n^2}} \right),
\]

where \(X_1, \ldots, X_n\) is a random sample from \(N(0, 1)\).

According to Theorem 2.1 (C4), we can use this procedure to generate random vectors from the marginal distributions of an arbitrary multivariate symmetric spherical distribution. Also, a conditioning technique can be utilized to generate a random vector from an arbitrary spherical distribution.

3.4. An extension. In this section, we introduce an extension to the class of multivariate Pearson type II distribution, namely hyperspherical beta distribution \(HB_n(a, b)\). The joint density function of \(HB_n(a, b)\) for \(a, b > 0\) is given by

\[
f_{U_1, \ldots, U_n}(u_1, \ldots, u_n) = A_{a,b,n} \left( \sum_{i=1}^{n} u_i^2 \right)^{b-1} \left( 1 - \sum_{i=1}^{n} u_i^2 \right)^{a-1} I_{(0,1)} \left( \frac{n \sum_{i=1}^{n} u_i^2}{n/2 + b - 1} \right).
\]

It is obvious that for \(b = 1\) the joint density function (3.4) reduces to joint density function of \(\text{MPII}_n(a)\). Including one more parameter makes it being more flexible than the \(\text{MPII}\) distribution. Also, the class of hyperspherical beta distributions can be studied in several statistical views as a generalization of beta distributions over a unit hypersphere. Let us summarize some features of this class through the following statements:

(i) The coefficient \(A_{a,b,n}\) in (3.4) is given by

\[
A_{a,b,n} = \frac{\pi^{-n/2} \Gamma(n/2) \Gamma(n/2 + a + b - 1)}{\Gamma(a) \Gamma(n/2 + b - 1)}.
\]

(ii) The stochastic representation of the random vector

\(HB = (U_1, \ldots, U_n) \overset{d}{\sim} HB_n(a, b)\)

can be given by \(HB \overset{d}{\sim} \sqrt{VW}\), where \(V\) is distributed as \(B(n/2 + b - 1, a)\).

(iii) For each \(1 \leq k < n\), we have \((U_{i_1}, \ldots, U_{i_k}) \overset{d}{\sim} \sqrt{VW^{(k)}}\), where \(V\) and \(W^{(k)}\) are distributed as \(B(n/2 + b - 1, a)\) and \(\text{MPII}_k(n-k)\), respectively. Moreover, they are independent.
4. DISCUSSION

There is a lot of information cited in many textbooks and articles about univariate distributions and their particular mathematical and statistical features. Nevertheless, for multivariate distributions, one can only find multivariate normal and some related distributions. Having a lot of mathematical and statistical features, the class of hyperspherical distributions, especially $MPII$, can be taken into account to cite in many multivariate textbooks as a class of multivariate distributions with several features. Also, there are wide-ranging multivariate data recorded in many applied fields that follow spherical distributions. The main aim of this article was to provide more details of this important class of multivariate distributions.
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