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ON THE RATE OF CONVERGENCE , 

FOR IFHE WEAK LAW OF LARGE NUMBERS 

BY 
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Abstract. Let X, XI,  X,, .. . be i.i.d, random variables with the 
common distribution F. Further, let [c,,} be a sequence of positive 
numbers, and :b,) be a strictly increasing sequence of positive 
integers. The paper considers the convergence of the series 

under the interplay of t h e e  types of conditions: 
(i) convergence of this series, 

(ii) an appropriate moment condition on X, 
(iii) a condition imposing constraints on the behavior of the 

sequences [c,) and {b,}. 
Three theorems have been proven; in each of these two among 

(i)-(iii) implying the third, with one of the theorems being valid for 
the general case, where the random variables involved are not 
necessarily i.i.d. 

1. Introduction. Let X, XI, X,, .. . be independent random variables with 
the common distribution function F ( t )  = P ( X  < i ) ,  and let S ,  = X ,  + . . . 
+X, (n 2 1). In studying the rate of convergence in weak laws of large 
numbers, the convergence of the series 

for some E > 0, was found to be connected with the existence of second 
moment of X (see Hsu and Robbins 161, Erdos [3] or Rkvisz [9]). In 
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particular, ErdOs [3] has shown that series (1.1) converges for some E > 0 if 
and only if EX' < co and lEXl < E. 

Subsequently, number of authors (notably Heyde and Rohatgi [5J, Chow 
and Lai [2] and Lai and Lan 183) analysed the convergence of the series of 
the form 

m 

(1.2) 1 cnP(IS,I 2 a,) 
n =  l 

for various (c,] and (a,), again connecting it with the appropriate moment 
conditions. 

Certain considerations arising in stochastic modeling for the growth of 
cancer tumors (see [I]), led us to the analysis of convergence of series of type 
(1.1) with the index of summation restricted to a subsequence. 

The problem of this note may be formulated as follows. Let IK,,j be a 
sequence of integers satisfying 

and 

Consider the series 

lim Kn = oo. 
n-+w 

for some E > 0. By grouping the terms Corresponding to identical indices K,, 
we may write (1.5) as 

where the sequences (b , )  and [c,) are defined by 

(1.7) c0 = 0, c , + ~  = min { r :  K,  > K c , + i j - - l - c o -  ...- c, 

and 

(1.8) b n + l  = Kco+el+ ...+ c , + l  

for n = 0, 1, ... 
Note that, since lim K ,  = a, we have 1 < c, < CCI for all n 2 1 and 

1 < 6, < b, < ... 

We shall nqw drop the condition that c,'s are. integers, and consider 
generally the probIem of convergence of series (1.61, where Icn) is some 
sequence of positive real numbers and :b,j is .a strictly increasing sequence of 
positive integers. 
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Clearly, we have here an interplay of three types of conditions: 
(i) convergence of series (1.61, 

(ii) and appropriate moment condition and 
(iii) a condition imposing constraints on the behaviour of the sequences 

:c,) and jb,) . 
We shall prove three theorems, in each of them two among (i)-(iii) 

implying the third, with Theorem 1 being valid for the general case wheri the 
random variables involved are not necessarily independent and identically 
distributed (i.i.d.1. 

2 The rsalts. We start by presenting a lemma due to von Bahr and 
Essien [ll], which will be needed below. 

LEMMA 1 .  Let Y l ,  . . . , be a jinite sequence of random variables. Write 
S, = Y,+ . . . + q  and assum that E(X(SiLI)  =O, EIXI'+'< oo, i =  1, ..., n, 
for some R with 0 < A < 1 .  Then there exists a constant CIA) > 0 such that 

n 

(2.1) E ( S , I ~ ~ %  < C(A)  x E J X I ' + ~ . .  
i =  l 

In fact, as pointed out by Rubin [lo], we have 

with 1 <C(1),< 2 for O <  A < 1. 
We first prove 

THEOREM 1. Let Y,, Y, ,  . . . be a sequence of random variables with 
E(F/Si - I )=O,  i = 1 , 2  ,..., where S o = O ,  S i = Y l +  . . . + F ,  i = 1 , 2  ,... 

Assume that, for some sequence /In] with 0 < A, d 1 ,  we have E I&I1+" 
< a, i = 1, 2, . . . , where I,  = sup A,, and the sequences {cn) and {b,) satisfy 

n 

the condition 

where 

Then for every E > 0 we have 

Proof.  We may estimate the terms of the series in (2.5), using Markov 
inequality and Lemma 1, as follows: 
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The theorem now follows from (2.3), since sup CIA,) < 2, and 
-[I  +an] 

n 

E 6 E -  l or E - ~ ,  depending on whether 6 2 1 or E c 1 .  
In particular, in the case of i.i.d. random variables X, XI ,  X,, .. . we 

obtain 
.COROLLARY 1 .  Assume that E 1x1' +% <m for some 1 with 0 < A G 1 .  

Moreover, let EX = 0 and assume that the sequences (6,) and {c,,) satisfy the 
condition 

Then series (1.6) converges for every s > O .  

&serve that fdr r > 0, if we put c,, = nT, bn = n and I. > 1 + r ,  we obtain 
the sufficiency part of Theorem 1 of Katz [7]. 

We prove 

THEOREM 2. Assume that lim id c, > 0. If, for some L > 0, 
. n + m  

lim sup b;+l(b,+i-b~~) - ' < 02 
n-m en bn 

and series (1.6) converges for some E > 0, then E ] X I 1 + k  rn and IEX( < E. 

Proof .  Using the inequality (see Feller [4], p. 149) 

(2.9) P(IX,+ ...+ X,I 2 tt) > + ( I - e -  N1 - F(t)  + F( - t)] 1 
we infer from the convergence of series (1.6) that 

Since b, 7 rn and c i s  are bounded away from 0 for n large enough, we 
have 

and hence 
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Again (see Feller [4], p. l5l),  we have EIXJ1'" cc iff 

Also; from (2.81, it follows that, for some constant M, we have 

(2.14) b t + l ( b , + l - b , J <  Mc,bn, , n =  1 ,  2, ... 
Since the sequence {b,)  is strictly increasing, while 1 - F ( t )+  F ( -  r )  is 

nonincreasinp, we bound the integral in (2.13) as follows: 

The fact that the Iast sum is finite in view of (2.12), implies that 
E ( x ( l f %  co. 

Let p = EX. In the case (pi > E, we can h d  an interval of the form 
(p -8 ,  p+S) c ( - E ,  EY for some S > 0, such that by the weak law of large 
numbers we have 

This means that series (1.6) cannot converge, since Iim inf c, > 0, leading 
n-m 

thereby to a contradiction. The argument in the case with IpJ = E being 
similar, proves that we must have (EX] < E. 

For the next theorem we shall use the following lemma (see Feller 143, p. 
277): 

' LEMMA 2. Suppose that A,+ ,/A, + 1 and a, -t oo as n -, m. if U is a 
monotone function such that 

(2.17) lim [An U (an x)] = x (x) < co 
n + m 

exists on a dense set and x is finite and positive in some interval, then U varies 
regularly and ~ ( x )  = cxe for some - c ~ )  < Q < m. 

: We now prove 
I 

THEOREM 3. Let b Jb, + , -, 1. Assume that for some L > 0 
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exists and is psirive, say equal to c .  Than the convergence of series (1.6) fur 
some E > O implies (2.7). 

P r o  of. As in the proof of Theorem 2, convergence of (1.6) implies (2.12). 
Let us write the series in (2.12) as 

We now apply Lemma 2 with & = hi ' A ,  a, = b,, U ( r )  = 1 - F (r) -t F (- r) 
and x = E. AS a result, lirn ,!,, U(a, ,  x) becomes lim b,j [ l -  F (sb,,)+ 

n - m  n-m 

+ F ( - ~ b , , ) ] ,  which exists and is positive in view of the assumption of 
the theorem. Consequently, the latter limit equals ccQ for some e. In fact, 
replacing x by EX i n  (2.18) we infer that Q = -(I +A). From the convergence 
of (2.19) it follows now that c,, h,;" x, as asserted. 

As an example, consider the case when X has the central t-distribution 
I 

with 2 degrees of freedom, so that Ex2 = rn and E 1x1 < m. Here the limit 
I 
i (2.18) exists with R = 1 and c = 1/2, so that Theorem 2 applies. 

Note that since the sequence lb,] is strictly increasing, condition (2.8) 
may be written as 

1 

cn b;" 
Iim inf > 0. 

n-*m 

Now, if (2.7) holds, then c, 6;" 0, so that condition (2.20) (and hence 
(2.8)) may hold only if b,, ,/b, + 1. 

Let us also note that the existence of the positive limit (2.18) implies 
E I X I  lf" x , although E IXtl+" < x, for all 0 c a < 1. Conversely, if 

(2.21) a, =sup  {a: Sxu[1-F(x)+F(-x)Jdx < X ]  
0 

and 

(2.22) 

then 

lim xlfq[l-F(x)+F(-x)] = 0 
X ' Q) 

for all a < a,. Here we cannot say that the Iimit (2.23) is positive or 0 in the 
case with a = a,. 
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