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Abstract. Suppose that \( \{ \mu_n \} \) is a sequence of random probability measures on a real and separable Hilbert space such that, for each \( n \in \mathbb{N} \), \( \mu_n \) is a pointwisely convergent convolution of some sequence \( \{ \mu_k \}_{k \in \mathbb{N}} \) of random measures. The sequence \( \{ \mu_n \} \) is said to be shift-tight if one can find random vectors \( \{ A_n \} \) such that the “centered” sequence \( \{ \mu_n * \delta_{-A_n} \} \) is tight.

It is proved that for a shift-tight sequence \( \{ \mu_n \} \) there exists a “progressively measurable” centering which changes \( \{ \mu_n \} \) into a tight sequence.

As an application, Principle of Conditioning and Martingale Central Limit Theorem in a Hilbert space are proved.

1. INTRODUCTION

Principle of Conditioning, proved in [9], gives a method of derivation of a certain type of limit theorems for sums of dependent random variables. The main idea in the proof of the Principle of Conditioning is to find, for every sum of random variables, a random probability measure in such a way that convergence in probability of those random measures gives an information about the asymptotic behaviour of laws of respective sums (details are given in Section 4).

In fact this method is deeper: it is proved in [8] that tightness of the accompanying random measures implies tightness of sums of Hilbert space valued random vectors. This observation is developed in Section 4, and the considerations are based on some tightness criteria for random measures proved in Sections 2 and 3.

In Section 2 a general Theorem 2.1 on tightness of random finite measures defined on the Polish space is given. It is proved that a family of random measures \( \{ M_i \} \) is tight if it is possible to approximate \( \{ M_i \} \) with an arbitrary exactness by a family \( \{ M'_i \} \) of random measures with finite expecta-
tions and such that the respective family \{EM_i\} of expectations is relatively compact.

Kallenberg [10] gives some methods of identification of weak limit for a sequence of random measures on a locally compact space, and his methods can be easily adapted to the Polish spaces. Hence Theorem 2.1 can be treated as a convenient complementary tool for Kallenberg's theory on the Polish spaces.

Section 3 is devoted to the shift-tightness of random measures on a Hilbert space. A sequence \{\mu_n\} of random measures is said to be shift-tight if there exist random vectors \(A_n\) such that the “centered” sequence \{\mu_n \ast \delta_{-A_n}\} is tight. The main result of this section, Theorem 3.1, deals with the sequences of the special form: for each \(n\), \(\mu_n = \prod \mu_{nk}(k = 1, 2, \ldots)\), where the sequence \{\mu_{nk}: k \in N\} of random measures is such that the infinite convolution \(\prod \mu_{nk}(\omega), k = 1, 2, \ldots,\) converges pointwisely. Theorem 3.1 asserts that \{\mu_n\} is shift-tight iff there exists a progressively measurable centering, i.e. one can find an array \(A_{nk}: k \in N, n \in N\) of random vectors such that, for each \(n\) and \(k\), \(A_{nk}\) is \(\sigma(\mu_{n1}, \mu_{n2}, \ldots, \mu_{nk})\)-measurable and the centered sequence \(\mu_n \ast \delta_{-A_{nk}}\) is tight.

The results of Sections 2 and 3 lead to a new tightness criterion for sums of random elements in a Hilbert space (Theorem 4.1) and allow us to extend the Principle of Conditioning to the infinite-dimensional case (Theorem 4.2).

In Section 5, Martingale Central Limit Theorem in a Hilbert space (Theorem 5.1) is obtained as a corollary from the Principle of Conditioning. In the sequel \(H\) will denote a real and separable Hilbert space with the inner product \(\langle \cdot, \cdot \rangle\) and the \(\sigma\)-algebra of Borel subsets \(B_H\).

2. GENERAL CRITERION

Let \(\mathcal{H}\) be a complete separable metric space. Denote the set of finite Borel measures on \(B_{\mathcal{F}}\) by \(\mathcal{M}(\mathcal{H})\). Weak convergence in \(\mathcal{M}(\mathcal{H})\) can be metrised (e.g. by Prokhorov metric), so we will treat \(\mathcal{M}(\mathcal{H})\) as a complete separable metric space.

We say that a measurable mapping \(M: (\Omega, \mathcal{F}, P) \to \mathcal{M}(\mathcal{H})\) (i.e. a random finite measure \(M\)) is integrable iff \(E(M(\mathcal{H})) < +\infty\). In such a case an element \(EM\) of \(\mathcal{M}(\mathcal{H})\) is defined by \((EM)(A) = E(M(A))\).

A family \(\{M_i: (\Omega, \mathcal{F}, P) \to \mathcal{M}(\mathcal{H}): i \in I\}\) of random measures is tight iff for each \(\delta > 0\) one can find measurable subsets \(\{A_{i, \delta}: i \in I\}\) such that

\[
P(A_{i, \delta}) > 1 - \delta, \quad i \in I; \tag{2.1}
\]

and the set \(\bigcup_{i, \delta} \{M_i(\cdot, \omega): \omega \in A_{i, \delta}\} \subseteq \mathcal{M}(\mathcal{H})\) is relatively compact in \(\mathcal{M}(\mathcal{H})\).
By Prokhorov theorem, condition (2.2) is equivalent to the following conditions:

(2.3) there exists a constant \( \gamma > 0 \) such that
\[
\sup_i \sup_{\omega \in \Omega_i} M_i(\mathcal{H}, \omega) \leq \gamma;
\]

(2.4) there exists an increasing sequence \( \{K_{n,\delta}: n \in N\} \) of compact subsets of \( \mathcal{H} \) such that, for each \( n \in N \),
\[
\sup_i \sup_{\omega \in \Omega_i} M_i(K_{n,\delta}^c, \omega) \leq n^{-1}.
\]

By means of Prokhorov theorem we will prove another, more useful criterion for tightness of random measures.

2.1. Theorem. Let \( \{M_i: i \in I\} \) be a family of random measures on \( \mathcal{H} \). Then \( \{M_i: i \in I\} \) is tight iff for each \( \delta > 0 \) there exists a family \( \{M_i^\delta: i \in I\} \) of integrable random measures such that

\[
\sup_i P(M_i^\delta \neq M_i) < \delta,
\]

(2.6) the set \( \{EM_i^\delta\} \subset \mathcal{M}(\mathcal{H}) \) is relatively compact.

In particular, if the family \( \{M_i: i \in I\} \) is tight and the random variables \( \{M_i(\mathcal{H}, \cdot): i \in I\} \) are uniformly integrable, then \( \{EM_i: i \in I\} \subset \mathcal{M}(\mathcal{H}) \) is relatively compact.

Proof. If \( \{M_i: i \in I\} \) is tight and the sets \( \{A_{i,\delta}: i \in I\} \) are taken from (2.1) and (2.2), then defining
\[
M_i^\delta(\cdot, \omega) = I_{A_{i,\delta}}(\cdot, \omega) M_i(\cdot, \omega),
\]
we get the desired family.

Conversely, suppose that the family \( \{M_i^\delta: i \in I\} \) has properties (2.5) and (2.6). Let \( \gamma = \delta^{-1} \sup_i EM_i^\delta(\mathcal{H}) \). Choose an increasing family of compacts \( K_n \)
\[
\sup_i EM_i^\delta(K_n^c) \leq \delta n^{-1} 2^{-n}, \quad n \in N,
\]
and define
\[
A_{i,3\delta} = \{M_i^\delta = M_i\} \cap \{M_i^\delta(\mathcal{H}) \leq \gamma\} \cap \bigcap_{n=1}^\infty \{M_i^\delta(K_n^c) \leq n^{-1}\}.
\]

Thus, \( P(A_{i,3\delta}) < 3\delta \) and for \( \{A_{i,3\delta}\} \) conditions (2.3) and (2.4) are satisfied.

Suppose that \( \{M_i: i \in I\} \) is tight and \( \{M_i(\mathcal{H}): i \in I\} \) is uniformly integrable. Let \( \epsilon > 0 \). Choose \( \delta > 0 \) in such a way that \( P(A) \leq \delta \) implies
\[
\sup_i EM_i(\mathcal{H}) I_A \leq \epsilon/2.
\]

For \( \{M_i: i \in I\} \) take measures \( \{M_i^\delta: i \in I\} \) satisfying (2.5) and (2.6). Let a
compact \( K \) be such that \( \sup_{i \in I} EM_i^\delta(K) \leq \varepsilon/2 \). Then

\[
EM_i(K) = EM_i(\delta(K) I (M_1 = M_i^\delta) + EM_i(K) I (M_1 \neq M_i^\delta)
\leq EM_i^\delta(K) + EM_i(\mathcal{H}) I (M_1 \neq M_i^\delta) \leq \varepsilon/2 + \varepsilon/2 = \varepsilon.
\]

Since also \( \sup_{i \in I} EM_i(\mathcal{H}) < +\infty \), the relative compactness of \( \{EM_i: i \in I\} \) is proved.

In the sequel \( \mathcal{P}(\mathcal{H}) \subset \mathcal{M}(\mathcal{H}) \) will denote the space of probability measures on \( \mathcal{H} \).

2.2. Corollary. A family \( \{\mu_i: i \in I\} \) of random probability measures on \( \mathcal{H} \) is tight iff \( \{\mu_i: i \in I\} \subset \mathcal{P}(\mathcal{H}) \) is relatively compact.

Recall that \((H, \langle \cdot, \cdot \rangle)\) denotes the Hilbert space.

If \( \mu(\cdot, \cdot): B_H \times \Omega \rightarrow [0, 1] \) is a random probability measure, then
\[
\hat{\mu}(y, \omega) = \int \exp i \langle y, x \rangle \mu(dx, \omega)
\]
is its characteristic function. Applying Corollary 2.2, we shall describe the convergence in probability of random probability measures on finite-dimensional Hilbert space in terms of the convergence of their characteristic functions.

2.3. Proposition. Suppose that \( \dim H < +\infty \). Then a sequence \( \{\mu_n\} \) of random probability measures on \( H \) converges to some random probability measure \( \mu(\cdot, \omega): \mu_n \Rightarrow \mu \) iff

\[
\hat{\mu}_n(y, \cdot) \Rightarrow \hat{\mu}(y, \cdot), \quad y \in H',
\]
where \( H' \subset H \) is a dense subset such that \( \{x: ||x|| < \varepsilon\} \subset H' \) for some \( \varepsilon > 0 \).

2.4. Lemma. Let \((\mathcal{H}, \varrho)\) and \((\mathcal{H}', \varrho')\) be complete separable metric spaces and let \( \{f_i: \mathcal{H} \rightarrow \mathcal{H}', i \in I\} \) be a countable family of continuous mappings which separates the points of \( \mathcal{H} \). Let \( \{X_n: (\Omega, \mathcal{F}, P) \rightarrow (\mathcal{H}, \mathcal{B}_\mathcal{H}): n \in N\} \) be a sequence of measurable mappings such that

(a) \( \{X_n: n \in N\} \) is tight,

(b) for each \( i \in I \) there exists a measurable mapping \( Y_i: (\Omega, \mathcal{F}, P) \rightarrow (\mathcal{H}', \mathcal{B}_{\mathcal{H}'}) \) such that \( f_i(X_n) \Rightarrow Y_i \).

Then there exists \( X: (\Omega, \mathcal{F}, P) \rightarrow (\mathcal{H}, \mathcal{B}_\mathcal{H}) \) such that \( X_n \Rightarrow X \) and, in particular, \( Y_i = f_i(X) \) a.s.

Proof. It suffices to prove that \( X_n \) is a fundamental in probability sequence. Suppose the contrary case. Thus one can find an \( \varepsilon > 0 \) and a subsequence \( \{n_k\} \subset N \) such that, for each \( k \in N \),

\[
P(\varrho(X_{n_{2k-1}}, X_{n_{2k}}) > \varepsilon) > \varepsilon.
\]

By passing to a further subsequence, we may assume that \( f_i(X_{n_k}(\omega)) \)
lightness for random measures

\[ y(w) \text{ for each } i \in I \text{ and each } \omega \text{ from some subset } \Omega \subset F, \quad P(\Omega) = 1, \text{ while (2.8) is still valid. Since } \{X_n\} \text{ is tight, there exists a compact subset } K \subset \mathcal{H} \text{ such that} \]

\[ \inf_n P(X_n \in K) > 1 - \varepsilon/3. \]

Let \( A_k = \Omega_1 \cap \{X_{n2k-1} \in K\} \cap \{X_{n2k} \in K\} \cap \{q(X_{n2k-1}, X_{n2k}) > \varepsilon\} \). Then \( P(A_k) > \varepsilon/3 \) and, in particular,

\[ P(\text{Lim sup } A_k) = P(A_k \text{ i.o.}) \geq \varepsilon/3. \]

Hence \( \text{Lim sup } A_k \neq \emptyset \). If \( \omega \in \text{Lim sup } A_k \), then \( \omega \in A_{k'} \) for some increasing sequence \( \{k'\} = \{k'(\omega)\} \). But \( K \) is compact, hence for \( \{k''\} \subset \{k'\} \) we have

\[ X_{n2k''-1}(\omega) \to x, \quad X_{n2k''}(\omega) \to y, \quad \text{where } x, y \in \mathcal{H}. \]

By the continuity of \( f_i, f_i(x) = f_i(y) = Y_i(\omega) \) for all \( i \in I \). Hence \( x = y \) and \( q(X_{n2k''-1}(\omega), X_{n2k''}(\omega)) \to 0 \). This leads to a contradiction since \( \omega \in A_{k''} \).

Proof of Proposition 2.3. Clearly, \( \mu_n(\cdot, \omega) \Rightarrow \mu(\cdot, \omega) \) implies (2.7) for each \( y \in H \). Conversely, let (2.7) be satisfied. Then, for \( y \) from some neighbourhood of zero,

\[ (E\hat{\mu}_n)(y) = E\hat{\mu}_n(y, \omega) \to E\hat{\mu}(y, \omega) = (E\hat{\mu})(y). \]

But (2.9) implies relative compactness of \( \{E\mu_n; n \in \mathbb{N}\} \subset \mathcal{P}(H) \) and, by Corollary 2.2, also tightness of \( \{\mu_n\} \). Now it is sufficient to apply Lemma 2.4 with the countable family of separating continuous functions of the form \( \mathcal{P}(H) \ni \mu \mapsto f(x, \mu) = \hat{\mu}(y) \in \mathcal{C} \), where \( y \) varies over some countable dense subset \( H'' \subset H' \).

2.5. Remark. A linear operator \( S: H \to H \) is called \textit{S-operator} (\( S \in \mathcal{S} \)) iff

\( S \) is nonnegative, hermitian and with finite trace,

\[ \text{tr } S = \sum_{j=1}^{\infty} \langle Se_j, e_j \rangle < +\infty, \]

where \( \{e_j\} \) is an orthonormal basis for \( H \). By the mapping \( I^{1/2}: \mathcal{S} \to \mathcal{S}^{1/2}, \quad I^{1/2}(S) = S^{1/2} \), we may embed \( \mathcal{S} \) into the space of Hilbert–Schmidt operators on \( H \). With induced metric, \( \mathcal{S} \) becomes a complete and separable metric space and, for a sequence \( \{S_n\} \subset \mathcal{S} \), \( S_n \to S \) in \( \mathcal{S} \) iff

\[ \text{tr } S_n \to \text{tr } S \text{ and } \langle S_n y, y \rangle \to \langle Sy, y \rangle, \quad y \in H. \]

Moreover, a subset \( \{S_i: i \in I\} \subset \mathcal{S} \) is relatively compact iff

\[ \sup_{i \in I} \text{tr } S_i < +\infty, \]
Define the mapping \( \mathcal{S} : S \mapsto M^S \in \mathcal{M}(N) \) by the formula \( M^S([k]) = \langle S_{e_k}, e_k \rangle \). It is clear that \( \{S_i : i \in I\} \subset \mathcal{S} \) is relatively compact iff \( \{M^{S_i} : i \in I\} \subset \mathcal{M}(N) \) is relatively compact. So to examine the tightness of random S-operators one can use Theorem 2.1.

3. SHIFT-TIGHTNESS OF CONVOLUTIONS OF RANDOM MEASURES

The shift-tightness of random probability measures is the problem we will consider next. We shall outline it briefly.

A sequence \( \{\mu_n : n \in N\} \subset \mathcal{P}(\mathcal{M}) \) is shift compact iff there exists a centering sequence \( \{x_n : n \in N\} \subset H \) such that \( \{\mu_n * \delta_{-x_n} : n \in N\} \) is relatively compact. It is well-known (see e.g. [12]) that the shift-compactness of the sequence \( \mu_n \) is equivalent to the relative compactness of the sequence of symmetrisations \( \{\mu_n^2 : n \in N\} \).

In the particular case \( H = R^1 \), Doob ([5], p. 408-409) gave the explicate formula for the centering constants as numbers \( x_n \) satisfying the equation

\[
\int \arctan(x-x_n) \mu_n(dx) = 0.
\]

It follows that in the one-dimensional case, if the centering exists, then it can be obtained in the form \( x_n = f(\mu_n) \), where \( f : \mathcal{P}(R^1) \to R^1 \) is a measurable function.

If the sequence \( \{\mu_n\} \) is formed by convolutions in the rows of a certain array \( \{\mu_{nk}\} \) of measures, \( \mu_n = \mu_{n1} * \mu_{n2} * \ldots * \mu_{nk} \), and if, for example, the array \( \{\mu_{nk}\} \) is uniformly infinitesimal,

\[
\max_{1 \leq k \leq k_n} \mu_{nk}(||x|| > \varepsilon) \to 0, \quad \varepsilon > 0,
\]

then the shift compactness of \( \{\mu_n\} \) implies the existence of centering constants in the particular form

\[
x_n = \sum_{1 \leq k \leq k_n} x_{nk},
\]

where \( x_{nk} = f(\mu_{nk}) \) and \( f \) is a measurable function on \( \mathcal{P}(H) \).

The author does not know whether in the case of infinite-dimensional \( H \) there exists a universal function \( f \) such that, for any array \( \{\mu_{nk}\} \) with the shift compact convolutions in rows, the centering constants may be chosen in the form (3.2). Hence, to handle the respective problem for arrays of random measures, the technic of measurable sections seems to be adequate.

Recall that the sequence \( \{\mu_n\} \) of random probability measures on \( H \) is shift-tight if one can find the random vectors \( A_n \) such that the centered sequence \( \{\mu_n * \delta_{-A_n}\} \) is tight.

In the sequel the notation of [1] is used.
3.1. Theorem. Let \( \{\mu_{nk}(\cdot, \omega): k \in \mathbb{N}, n \in \mathbb{N}\} \) be a double array of random probability measures on \( H \). For \( N \in \mathbb{N} \) define
\[
\mu_n(N)(\omega) = \prod_{1 \leq k \leq N} \mu_{nk}(\omega).
\]

The following statements are equivalent:
(i) The set of symmetrisations \( \{||\mu_n(N)||^2: N \in \mathbb{N}, n \in \mathbb{N}\} \) is a tight family of random measures in \( \mathcal{P}(H) \).
(ii) There exist \( \sigma(\mu_1, \ldots, \mu_k) \)-measurable \( H \)-valued random variables \( B_{nk} \) such that the random S-operators \( \{T^n: n \in \mathbb{N}\} \), defined by the quadratic forms
\[
\langle T^n y, y \rangle = \sum_{k=1}^{\infty} \int x_h(x-B_{nk}(\omega))^2 \mu_{nk}(dx, \omega),
\]
are tight in \( \mathcal{F} \), and the random finite measures \( \{M^n: n \in \mathbb{N}\} \) such that
\[
M^n(A) = \sum_{k=1}^{\infty} [\mu_{nk}(\cdot, \omega) \ast \delta_{-B_{nk}(\omega)}](A \cap \{|x| > 1\})
\]
are tight in \( \mathcal{M}(H) \).
(iii) There are \( \sigma(\mu_1, \ldots, \mu_k) \)-measurable random variables \( C_{nk} \) such that the set of random probability measures
\[
\{\mu_n(N) \ast \delta_{- \sum_{1 \leq k \leq N} C_{nk}}: N \in \mathbb{N}, n \in \mathbb{N}\}
\]
is tight in \( \mathcal{P}(H) \).

Moreover, if \( B_{nk} \) are taken from (ii), then the centering random variables \( C_{nk} \) can be defined by
\[
C_{nk} = B_{nk}(\omega) + \int_{|x| \leq 1} x [\mu_{nk}(\cdot, \omega) \ast \delta_{-B_{nk}(\omega)}](dx).
\]

The function \( h: H \to H \) appearing in (ii) is any (but fixed for ever) bounded continuous function such that
\[
h(x) = \begin{cases} 
  x & \text{if } |x| \leq 1, \\
  0 & \text{if } |x| > 1.
\end{cases}
\]

Proof. Implications (ii) \( \Rightarrow \) (iii) \( \Rightarrow \) (i) follow from the respective properties of convolution of non-random measures. Indeed, (iii) \( \Rightarrow \) (i) stems from the continuity of the operation \( \mu \mapsto |\mu|^2 \). Now, suppose that (ii) holds. By (2.1) and (2.2) we may choose subsets \( A_{n,\delta} \) such that \( P(A_{n,\delta}) > 1 - \delta, n \in \mathbb{N} \), and the sets
\[
\bigcup_{n \in \mathbb{N}} \{T^n(\omega): \omega \in A_{n,\delta}\} \subset \mathcal{F}, \quad \bigcup_{n \in \mathbb{N}} \{M^n(\omega): \omega \in A_{n,\delta}\} \subset \mathcal{M}(H)
\]
are relatively compact. By Theorem 6.1, Chapter VI, [12], the set of
probability measures

\[ \bigcup_{n \in \mathbb{N}} \{ \text{Poiss} \left( \sum_{1 \leq k \leq n} \mu_{nk} (\cdot, \omega) * \delta_{-B_{nk}(\omega)} \right): N \in \mathbb{N}, \omega \in \mathcal{A}_{n, \delta} \} \]

is relatively shift compact. Hence, by Theorem 4.8, Chapter 3, [1], the set

\[ \bigcup_{n \in \mathbb{N}} \left\{ \prod_{1 \leq k \leq n} \mu_{nk} (\cdot, \omega) * \delta_{-C_{nk}(\omega)}: N \in \mathbb{N}, \omega \in \mathcal{A}_{n, \delta} \right\} \]

is relatively compact, where \( C_{nk} \) are given by (3.3).

In a similar way, condition (i) implies that the sequence \( \{(T^n)\} \) of random \( S \)-operators, given by the quadratic forms

\[ \langle (T^n)^{y}, y \rangle = \sum_{k=1}^{\infty} \int \langle y, h(x) \rangle^2 |\mu_{nk}|^2 (dx), \]

is tight, and the sequence \( \{(M^n)^{\nu}\} \) of finite random measures on \( H \),

\[ (M^n)^{\nu}(A) = \sum_{k=1}^{\infty} |\mu_{nk}|^2 (A \cap \{||x|| > 1\}), \quad A \in \mathcal{B}_H, \]

is also tight.

Fix an orthogonal basis \( \{e_i\} \) in \( H \) and, for \( \mu \in \mathcal{P}(H) \), define the finite measure \( \bar{M} (\mu) \) on \( \mathcal{H} = \{1\} \times \mathcal{N} \cup \{2\} \times H \) by the formula

\[ \bar{M} (\mu)(\{1\} \times A_1 \cup \{2\} \times A_2) = \sum_{i \in A_1} \int \langle e_i, h(x) \rangle^2 \mu(dx) + \mu(A_2 \cap \{||x|| > 1\}), \]

where \( A_1 \subset \mathcal{N} \) and \( A_2 \in \mathcal{B}_H \).

Observe that, for every \( \bar{A} \in \mathcal{B}_H \),

\[ \int \bar{M} (\mu * \delta_{-x})(\bar{A}) \mu(dx) = \bar{M} (|\mu|^2)(\bar{A}). \]

Due to Remark 2.5 it is clear that the tightness of \( \{(T^n)\} \) and \( \{(M^n)^{\nu}\} \), i.e. condition (i), is equivalent to the tightness of random measures

\[ \{ \sum_{k=1}^{\infty} \bar{M} (|\mu_{nk}|^2): n \in \mathbb{N} \} \]

and that for (ii) to hold we have to guarantee the existence of random variables \( B_{nk}, \sigma(B_{nk}) \subset \sigma(\mu_1, \ldots, \mu_k) \) such that the random measures

\[ \{ \sum_{k=1}^{\infty} \bar{M} (\mu_{nk} * \delta_{-B_{nk}}): n \in \mathbb{N} \} \]

are tight.

3.2. Lemma. Let \( b > 0, 0 < c < 2^{-1} \left( \sum_{r=1}^{\infty} r^{-2} \right)^{-1} \) and let \( \{K_r: r \in \mathbb{N} \} \) be an
increasing sequence of compact subsets of $\mathcal{H}$. There exists a Borel-measurable mapping $B: \mathbb{H} \rightarrow H$ such that $\text{Graph } B = \{(\mu, B\mu): \mu \in \mathcal{H}\} \subset \mathcal{H}_H$ and $B(\delta_x) = x$, where

$$\mathcal{H} = \mathcal{H}([K_r], b) = \{\mu \in \mathcal{P}(H): \widetilde{M} (|\mu|^2(\mathcal{H})) < b, \widetilde{M} (|\mu|^2)(K_r^p) \leq r^{-3}, r \geq 1\},$$

$$\mathcal{H}_H = \mathcal{H}_H([K_r], b) = \{\mu, x \in \mathcal{H} \times H: \widetilde{M} (\mu * \delta_x)(\mathcal{H}) \leq 2 \widetilde{M} (|\mu|^2)(\mathcal{H}),$$

$$\widetilde{M} (\mu * \delta_x)(K_r^p) \leq (r^2/c) \widetilde{M} (|\mu|^2)(K_r^p), r \geq 1\}.$$ 

Proof. Clearly, $\mathcal{H}$ and $\mathcal{H}_H$ are Borel subsets of $\mathcal{P}(H)$ and $\mathcal{P}(H) \times H$, respectively. Suppose we know that for each $\mu \in \mathcal{H}$ the section $(\mathcal{H}_H)_\mu = \{x \in H: (\mu, x) \in \mathcal{H}_H\} \subset H$ is non-empty and compact. Then, applying Theorem 21b, Chap. III, [4], we can find a Borel subset $U \subset \mathcal{H}_H$ such that the projection $\pi_{\mathcal{H}_H}$ of $\mathcal{P}(H) \times H$ onto $\mathcal{P}(H)$ is one-to-one when restricted to $U$ and $\pi_{\mathcal{H}_H} U = \mathcal{H}$. By the Kuratowski theorem, $(\pi_{\mathcal{H}_H}|U)^{-1}: \mathcal{H} \rightarrow U \subset \mathcal{H}_H$ is measurable, hence $B = \pi_H \circ (\pi_{\mathcal{H}_H}|U)^{-1}: \mathcal{H} \rightarrow H$ has the property $\text{Graph } B = U$.

To see that the section $(\mathcal{H}_H)_\mu$ is non-empty for $\mu \in \mathcal{H}$, suppose that, for some $r \geq 1$, $M(|\mu|^2)(K_r^p) > 0$. Then, by (3.5),

$$\mu\{x: \widetilde{M} (\mu * \delta_{-x})(K_r^p) > (r^2/c) \widetilde{M} (|\mu|^2)(K_r^p)\} \leq c/r^2.$$ 

If $0 = \widetilde{M} (|\mu|^2)(K_r^p) = \{ \widetilde{M} (\mu * \delta_{-x})(K_r^p) \mu(dx)\}$, the integral being taken over the set $\{x: \widetilde{M} (\mu * \delta_{-x})(K_r^p) > 0\}$, then also

$$\mu\{x: \widetilde{M} (\mu * \delta_{-x})(K_r^p) > (r^2/c) \widetilde{M} (|\mu|^2)(K_r^p)\} = \mu\{x: \widetilde{M} (\mu * \delta_{-x})(K_r^p) > 0\} = 0 < c/r^2.$$ 

Similarly, we prove that

$$\mu\{x: \widetilde{M} (\mu * \delta_{-x})(\mathcal{H}) > 2 \widetilde{M} (|\mu|^2)(\mathcal{H})\} < 1/2.$$ 

So

$$\mu((\mathcal{H}_H)_\mu) < \frac{1}{2} + \sum_{r=1}^{\infty} \frac{c}{r^2} < 1 \quad \text{and} \quad (\mathcal{H}_H)_\mu \neq \emptyset.$$ 

Now suppose that $\mu \in \mathcal{H}$, $(\mu, x_0) \in \mathcal{H}_H$ for $n \in \mathbb{N}$ and $x_n \rightarrow x$. Then $\mu * \delta_{-x_0} \Rightarrow \mu * \delta_{-x}$ and, for each $r \geq 1$,

$$\widetilde{M} (\mu * \delta_{-x})(K_r^p) \leq \liminf_n \widetilde{M} (\mu * \delta_{-x_n})(K_r^p) \leq \frac{r^2}{c} \widetilde{M} (|\mu|^2)(K_r^p)$$

and

$$\widetilde{M} (\mu * \delta_{-x})(\mathcal{H}) \leq \liminf_n \widetilde{M} (\mu * \delta_{-x_n})(\mathcal{H}) \leq 2 \widetilde{M} (|\mu|^2)(\mathcal{H}).$$

Hence $x \in (\mathcal{H}_H)_\mu$, i.e. $(\mathcal{H}_H)_\mu$ is closed. It is also relatively compact. Indeed, it suffices to prove that $\{\widetilde{M} (\mu * \delta_{-x}): x \in (\mathcal{H}_H)_\mu\}$ is relative-
ly compact. If the supremum below is taken over $x \in (\mathcal{X}_H)_\mu$, then

$$\sup M(\mu \ast \delta_w)(\mathcal{X}) \leq 2 \tilde{M}(|\mu|^2)(\mathcal{X}) \leq 2b,$$

$$\sup M(\mu \ast \delta_w)(\mathcal{X}) \leq 2 \tilde{M}(|\mu|^2)(K) \leq 2b,$$

3.3 Lemma. Let $\{\mu_1(\cdot, \omega), \mu_2(\cdot, \omega), \ldots\}$ be a sequence of random probability measures on $H$, defined on $(\Omega, \mathcal{F}, P)$. Let $A_1 \subset A_2 \subset \ldots$ be an increasing sequence of elements of $\mathcal{F}$. Suppose that for each $q \in \mathbb{N}$ there are given a number $b_q > 0$ and a sequence $\{K_{q,r}: r \in \mathbb{N}\}$ of compact subsets of $\mathcal{X} = \{1\} \times \mathbb{N} \cup \{2\} \times H$ such that

$$b_{q+1} \geq b_q, \quad q \in \mathbb{N},$$

$$K_{q,r} \subset K_{q,r+1} \subset K_{q+1,r}(\ast)$$

and, for each $\omega \in A_q$, the inequalities

$$\sum_{k=1}^{\infty} \tilde{M}(|\mu_k(\cdot, \omega)|^2)(\mathcal{X}) \leq b_q,$$

$$\sum_{k=1}^{\infty} \tilde{M}(|\mu_k(\cdot, \omega)|^2)(K_{q,r}) \leq r^{-3}$$

hold, where $\tilde{M}$ is defined by (3.4).

Then there exist random variables $B_k$ such that

$$\sigma(B_k) \subset \sigma(\mu_1, \mu_2, \ldots, \mu_k), \quad k \in \mathbb{N},$$

and, for $\omega \in A_q$, random measures $\{\mu_k(\cdot, \omega) \ast \delta_{-B_k(\omega)}\}$ satisfy the conditions

$$\sum_{k=1}^{\infty} \tilde{M}(\mu_k(\cdot, \omega) \ast \delta_{-B_k(\omega)})(\mathcal{X}) \leq 2b_q,$$

$$\sum_{k=1}^{\infty} \tilde{M}(\mu_k(\cdot, \omega) \ast \delta_{-B_k(\omega)})(K_{q,r}) \leq q/cr.$$

Proof. Set $A_{k,0} = \emptyset, \ k \in \mathbb{N}$, and, for $q \in \mathbb{N}$,

$$A_{k,q} = \{\omega: \sum_{j=1}^{k} \tilde{M}(|\mu_j(\omega)|^2)(\mathcal{X}) \leq b_q, \ \sum_{j=1}^{k} \tilde{M}(|\mu_j(\omega)|^2)(K_{q,r}) \leq r^{-3}, \ r \geq 1\}$$

Then, by (3.6) and (3.7), $A_{k,q+1} \supset A_{k,q} \supset A_{k+1,q}$ and, by (3.8) and (3.9),

$A_q \subset \bigcap_{k=1}^{\infty} A_{k,q}$.

Consider the random measures

$$\mu_{k,q}(\cdot, \omega) = \mu_k(\cdot, \omega) I_{A_{k,q}}(\omega) + \delta_0 I_{A_{k,q}}(\omega).$$

(*) Hence, for $q \geq p$, $K_{p,r+q-p} \subset K_{q,r}$. 

\{\mu_{k,q}(\cdot, \omega) : k \in \mathbb{N}\} take values in the set \(\mathcal{X}(\{K_{q,r} : r \in \mathbb{N}\}, b_q)\) defined in Lemma 3.2. Hence there exists a measurable mapping \(B^q : \mathcal{X} \rightarrow H\) such that \(\text{Graph } B^q \subset \mathcal{X}_H(\{K_{q,r}\}, b_q)\) (recall that \(B^q(\delta_0) = 0\), i.e. random measures 
\[v_{k,q}(\cdot, \omega) = [\mu_k(\cdot, \omega) \ast \delta_{-B^q(\mu_k(\cdot, \omega))}]_I_{A_{k,q}}(\omega) + \delta_0 I_{A_{k,q}}(\omega)\]
satisfy the conditions
\[\tilde{M}(v_{k,q}(\cdot, \omega))(\mathcal{H}) \leq 2 \tilde{M}(|\mu_k(\cdot, \omega)|^2)(\mathcal{H}),\]
\[M(v_{k,q}(\cdot, \omega))(K^e_{q,r}) \leq \frac{p^2}{c} \tilde{M}(|\mu_k(\cdot, \omega)|^2)(K^e_{q,r}), \quad r \geq 1.\]

Let
\[B_k = \sum_{p=1}^{\infty} B^p(\mu_k(\cdot, \omega)) I_{(A_{k,p} - A_{k,p-1})}(\omega).\]

Observe that \(\sigma(B_k) = \sigma(\mu_j) : 1 \leq j \leq k\) since \(A_{k,p} \in \sigma(\mu_j) : 1 \leq j \leq k\) for \(p \in \mathbb{N}_0\). Measures \(\{\mu_k(\cdot, \omega) \ast \delta_{-B_k(\omega)}\}\) satisfy conditions (3.11) and (3.12). Indeed,
\[I_{A_q} \sum_{k=1}^{\infty} \tilde{M}(\mu_k(\cdot, \omega) \ast \delta_{-B_k(\omega)})(\mathcal{H})\]
\[= I_{A_q} \sum_{k=1}^{\infty} \sum_{p=1}^{\infty} I_{(A_{k,p} - A_{k,p-1})} \tilde{M}(v_{k,p})(\mathcal{H})\]
\[= \sum_{k=1}^{\infty} \sum_{p=1}^{\infty} I_{A_q} I_{(A_{k,p} - A_{k,p-1})} \tilde{M}(v_{k,p})(\mathcal{H})\]
\[= I_{A_q} \sum_{k=1}^{\infty} \sum_{p=1}^{q} I_{(A_{k,p} - A_{k,p-1})} \tilde{M}(v_{k,p})(\mathcal{H})\]
\[\leq I_{A_q} \sum_{k=1}^{\infty} \sum_{p=1}^{q} I_{(A_{k,p} - A_{k,p-1})} \cdot 2 \tilde{M}(|\mu_k|^2)(\mathcal{H})\]
\[= I_{A_q} \sum_{k=1}^{\infty} \sum_{p=1}^{q} I_{(A_{k,p} - A_{k,p-1})} \cdot 2 \tilde{M}(|\mu_k|^2)(\mathcal{H})\]
\[= 2 I_{A_q} \sum_{k=1}^{\infty} \tilde{M}(|\mu_k|^2)(\mathcal{H}) I_{A_{k,q}} \leq 2 I_{A_q} b_q\]
(by the definition of \(A_{k,q}\)).
Similarly,

\[ I_{A_q} \sum_{k=1}^{\infty} \tilde{M}(\mu_k(\omega) \ast \delta_{B_k(\omega)})(K_{q,r}^c) \]

\[ = I_{A_q} \sum_{k=1}^{\infty} \sum_{p=1}^{q} I((A_{k,p} - A_{k,p-1}) \tilde{M}(v_{k,p})(K_{q,r}^c) \]

\[ \leq I_{A_q} \sum_{k=1}^{\infty} \sum_{p=1}^{q} I_{A_{k,p}} \tilde{M}(v_{k,p})(K_{q,r}^c) \]

\[ \leq I_{A_q} \sum_{k=1}^{\infty} \sum_{p=1}^{q} I_{A_{k,p}} \tilde{M}(v_{k,p})(K_{p,r+q-p}^c) \]

(since \( K_{p,r+q-p} \subset K_{q,r} \) by (3.7))

\[ \leq I_{A_q} \sum_{p=1}^{q} \sum_{k=1}^{\infty} I_{A_{k,p}} ((r+q-p) \tilde{M}(\mu_k^2)(K_{p,r+q-p}^c) \]

(by (3.14))

\[ = I_{A_q} \sum_{p=1}^{q} ((r+q-p)^2/c) \tilde{M}(\mu_k^2)(K_{p,r+q-p}^c) I_{A_{k,p}} \]

\[ \leq I_{A_q} \sum_{p=1}^{q} (r+q-p)^2 (r+q-p)^{-3}/c \]

(by the definition of \( A_{k,p} \))

\[ \leq I_{A_q} q/rc. \]

Now the proof of Theorem 3.1 can be easily completed. By the tightness of

\[ \{ \sum_{k=1}^{\infty} \tilde{M}(\mu_n(\omega)^2): n \in N \} \]

for each \( q > 0 \) we can find sets \( A_q^n \) such that \( A_q^n \subset A_{q+1}^n \), \( P(A_q^n) > 1-q^{-1} \) and

\[ \mathcal{M}_q = \bigcup_{n=1}^{\infty} \{ \sum_{k=1}^{\infty} \tilde{M}(\mu_n(\omega)^2): \omega \in A_q^n \} \]

is relatively compact. Then for each \( \mathcal{M}_q \) we can find \( b_q > 0 \) and a sequence of compact sets \( \{K_{q,r}: r \in N\} \) satisfying (3.6) and (3.7) and such that, for each \( n \), (3.8) and (3.9) are fulfilled on \( A_q^n \). Finally, we can apply Lemma 3.3 to each sequence \( \{\mu_n: k \in N\} \) separately.

**3.4. Corollary.** If we consider the arrays \( \{\mu_n\} \) of non-random probability measures, then it follows from Lemma 3.2 that for every array \( \{\mu_n: 1 \leq k \leq k_n, n \in N\} \), for which convolutions in rows are relatively shift compact, there exists
a measurable centering function $B$, defined on some closed subset $\mathcal{N}_0 \subset \mathcal{P}(H)$, $\mathcal{N}_0 = \{\mu_n\}$, such that the set of all partial convolutions
\[ \{ \mu_n \ast \delta_{-B(\mu_n)} : 1 \leq k \leq k_n, \; n \in N \} \]
is relatively compact. The set $\mathcal{N}_0$ may be chosen to be closed with respect to the shifts.

4. PRINCIPLE OF CONDITIONING IN A HILBERT SPACE

Consider an array $X = \{X_{nk} : k \in N, n \in N\}$ of random variables defined on a probability space $(\Omega, \mathcal{F}, P)$ with values in $H$, and an array $F = \{\mathcal{F}_{nk} : k \in N_0 = N \cup \{0\}, n \in N\}$ of $\sigma$-subalgebras of $\mathcal{F}$ such that each row of $F$, i.e. $\{\mathcal{F}_{nk} : k \in N_0\}$, forms a filtration $(\mathcal{F}_{n,k-1} \subset \mathcal{F}_{n,k} : k \in N)$. Say that $X$ is adapted to $F$ (and denote this by $\text{Ad}(X, F)$) if
\[ \sigma(X_{nk}) \subset \mathcal{F}_{nk}, \quad k \in N, \; n \in N. \]

For each $n, k$ choose and fix a version $\mu_{nk}(\cdot, \cdot) : \mathcal{B}_H \times \Omega \to [0, 1]$ of the regular conditional distribution (r.c.d.) of $X_{nk}$ on $\mathcal{F}_{n,k-1}$:
\[ \mu_{nk}(B, \omega) = P_{X_{nk}}(B | \mathcal{F}_{n,k-1})(\omega) \text{ a.s.} \]

Then the kernel $\Omega \ni \omega \mapsto \mu_{n1}(\cdot, \omega) \times \mu_{n2}(\cdot, \omega) \times \cdots = \bar{\mu}_n(\cdot, \omega) \in \mathcal{P}(H^\infty)$ defines a probability measure $\bar{\nu}_n$ on $(\Omega \times H^\infty, \mathcal{F} \otimes \mathcal{B}_{H^\infty})$ by the formula
\[ \bar{\nu}_n(A \times B) = \int_A \bar{\mu}_n(B, \omega) P(d\omega). \]

Note that every random variable on $(\Omega, \mathcal{F}, P)$ can be redefined on this new probability space without changing its law.

It is easy to see that the coordinate projections $X_{nk}^\ast : \Omega \times H^\infty \to H$, $X_{nk}^\ast(\omega, (x_1, x_2, \ldots)) = x_k$ have the following properties:
\[ \text{(4.2) for each } n \in N, \; \{X_{nk}^\ast : k \in N\} \text{ are } \bar{\nu}_n \text{-conditionally independent over } \mathcal{F} = \mathcal{F} \otimes \{\emptyset, H^\infty\}; \]
\[ \text{(4.3) r.c.d. of } X_{nk}^\ast \text{ given } \mathcal{F} \text{ and r.c.d. of } X_{nk} \text{ given } \mathcal{F}_{n,k-1} \text{ coincide: } \]
\[ P_{X_{nk}}(B | \mathcal{F})(\omega) = P_{X_{nk}}(B | \mathcal{F}_{n,k-1})(\omega), \; B \in \mathcal{B}_H, \; \omega \in \Omega. \]

Now, for each $n \in N$, let $\sigma_n : (\Omega, \mathcal{F}, P) \to N_0$ be a stopping time with respect to $\{\mathcal{F}_{nk} : k \in N_0\}$. Define
\[ (4.4) \quad S_n = S_n(\sigma_n) = \sum_{1 \leq k \leq \sigma_n} X_{nk}, \quad S_n^\ast = S_n^\ast(\sigma_n) = \sum_{1 \leq k \leq \sigma_n} X_{nk}^\ast. \]

By the definition of $X^\ast$, r.c.d. of $S_n^\ast(\sigma_n)$, given $\mathcal{F}$, satisfies
\[ \text{(4.5) } \]
\[ P_{S_n^\ast}(\cdot | \mathcal{F})(\omega) = \mu_{n1}(\cdot, \omega) \ast \mu_{n2}(\cdot, \omega) \ast \cdots \ast \mu_{n\sigma_n}(\omega)(\cdot, \omega) =: \mu_n(\sigma_n)(\cdot, \omega). \]
Theorems 4.1, 4.2 and 4.3 establish several connections between the laws of random measures \( \{\mu_n(\sigma_n): n \in \mathbb{N}\} \) and the laws of sums \( \{S_n(\sigma_n): n \in \mathbb{N}\} \). Theorem 4.2 has grown from the observation made by the author in his paper [7]. By the reasons detaily described in [9], Theorem 4.2 may be considered as a formal counterpart of the Principle of Conditioning for sums of dependent random vectors with values in a real and separable Hilbert space.

4.1. THEOREM. (i) Suppose that there exist \( \mathcal{F} \)-measurable random variables \( \{A_n: n \in \mathbb{N}\} \) such that the sequence \( \{S^*_n(\sigma_n) - A_n: n \in \mathbb{N}\} \) is tight.

Then there exist random variables \( C_{nk} \) such that

(a) for every \( n, k \in \mathbb{N} \), \( C_{nk} \) is \( \mathcal{F}_{nk-1} \)-measurable, i.e.

\[
C_n(k) = \sum_{1 \leq j \leq k} C_{nk}
\]

is a predictable sequence with respect to \( \{\mathcal{F}_{nk}: k \in \mathbb{N}_0\} \);

(b) the sequence \( \{S^*_n(\sigma_n) - C_n(\sigma_n): n \in \mathbb{N}\} \) is tight;

(c) the sequence \( \{S_n(\sigma_n) - C_n(\sigma_n): n \in \mathbb{N}\} \) is tight.

(ii) In particular, if the sequence \( \{S^*_n(\sigma_n): n \in \mathbb{N}\} \) is tight, then \( \{S_n(\sigma_n): n \in \mathbb{N}\} \) is tight.

Proof. Suppose that there are measurable random variables \( \{A_n: n \in \mathbb{N}\} \) such that the sequence \( \{S^*_n(\sigma_n) - A_n: n \in \mathbb{N}\} \) is tight. Since by Corollary 2.2 the sequence of random measures under expectation is tight. Hence

\[
\{[P_{S_n(\sigma_n)}(\cdot | \mathcal{F})(\omega)]^2: n \in \mathbb{N}\}
\]

is tight. Define the array \( \{\mu_n'(.; \omega): k \in \mathbb{N}, n \in \mathbb{N}\} \) of random measures by stopping the array \( \{\mu_n(.; \omega) = P_{\mu_{nk}}(. | \mathcal{F}_{nk-1})(\omega)\} \):

\[
\mu_n'(.; \omega) = \begin{cases} 
\mu_n(.; \omega) & \text{if } k \leq \sigma_n(\omega), \\
\delta_0 & \text{if } k > \sigma_n(\omega).
\end{cases}
\]

Since

\[
\prod_{k=1}^\infty \mu_n'(.; \omega) = P_{S_n^*(\sigma_n) (\cdot | \mathcal{F})}(\omega)
\]

for the array \( \{\mu_n'\} \), condition (i) of Theorem 3.1 is satisfied. Hence, by Theorem 3.1 (ii), one can find the random variables \( B_{nk}, \sigma(B_{nk}) \subset \sigma(\mu_n', \mu_{n+1}, \mu_{n+2}, \ldots, \mu_k) \subset \sigma(\mu_n, \mu_{n+1}, \ldots, \mu_k), \sigma_n \wedge k-1 \subset \mathcal{F}_{nk-1} \), such that the sequences of random \( S \)-operators \( \{T^*(\sigma_n): n \in \mathbb{N}\} \) and random finite measures
\{M^n(\sigma_n): n \in \mathbb{N}\} \text{ are tight, where}

\[ \langle T^n(\sigma_n) y, y \rangle = \sum_{k=1}^{\infty} \int \langle y, h x - B_{nk}(\omega) \rangle^2 \mu'_n(dx, \omega) \]

\[ = \sum_{1 \leq k \leq n} E_{n,k-1} \big( \langle y, h(x - B_{nk}) \rangle^2 \big), \]

\[ M^n(\sigma_n)(A) = \sum_{k=1}^{\infty} \mu'_n \ast \delta_{B_{nk}}(A \cap \{ \|x\| > 1 \}) \]

\[ = \sum_{1 \leq k \leq n} P_{n,k-1}(\|X_{nk} - B_{nk}\| > 1, X_{nk} - B_{nk} \in A). \]

In particular, if

\[ C_{nk} = B_{nk} + \int_{\|x\| \leq 1} x(\mu'_n \ast \delta_{B_{nk}})(dx), \]

then, by Theorem 3.1 (iii), the sequence \{\mu_n(\sigma_n)(\cdot, \omega) \ast \delta_{\sum_{1 \leq k \leq n} c_{nk}}\} is tight and, by Corollary 2.2, \{S^*_n(\sigma_n) - \sum_{1 \leq k \leq n} C_{nk}\} is tight. Note that

\[ C_n(\sigma_n) = \sum_{1 \leq k \leq n} C_{nk} = \sum_{1 \leq k \leq n} B_{nk} + E_{n,k-1}(||X_{nk} - B_{nk}|| I(||X_{nk} - B_{nk}|| \leq 1)). \]

Now consider the random variables

\[ Y_{nk} = (X_{nk} - B_{nk}) I(||X_{nk} - B_{nk}|| > 1), \]

\[ Y''_{nk} = (X_{nk} - B_{nk}) I(||X_{nk} - B_{nk}|| \leq 1) - E_{n,k-1}(||X_{nk} - B_{nk}|| I(||X_{nk} - B_{nk}|| \leq 1)). \]

Clearly,

\[ (4.7) \quad S_n(\sigma_n) - C_n(\sigma_n) = \sum_{1 \leq k \leq n} Y_{nk} + \sum_{1 \leq k \leq n} Y''_{nk} = S'_n(\sigma_n) + S''_n(\sigma_n). \]

Hence, in order to check the tightness of \{S_n(\sigma_n) - C_n(\sigma_n)\}, it suffices to check the tightness of \{S'_n(\sigma_n)\} and \{S''_n(\sigma_n)\} separately.

Consider an array \{\delta_{\gamma_n}(\cdot)\} of random measures. The random finite measures

\[ N_n(\sigma_n)(A) = \sum_{1 \leq k \leq n} \delta_{\gamma_{nk}}(\omega)(A \setminus \{0\}) \]

\[ = \sum_{1 \leq k \leq n} I(X_{nk} - B_{nk} \in A) I(||X_{nk} - B_{nk}|| > 1) \]

are tight. Indeed, let

\[ \tau_n^C = \sigma_n \wedge \sup\{k \sum_{j=1}^{k} P_{n,j-1}(||X_{nk} - B_{nk}|| > 1) \leq C\}. \]
By the tightness of \( \{M^n(\sigma_n)\} \) we always can find such a \( C > 0 \) that \( \sup P(\tau^n_n < \sigma_n) \) is arbitrarily small. Then the measures \( M^n(\tau^n_n) (\leq M^n(\sigma_n)) \) are tight and \( M^n(\tau^n_n)(H) \leq C \), so, by Theorem 2.1, \( \{EM(\tau^n_n): n \in N\} \) is relatively compact. But \( \tau^n_n \) is a stopping time with respect to \( \{T_{nk}: k \in N_0\} \), hence \( EM^n(\tau^n_n) = EN^n(\tau^n_n) \). Thus we may approximate the measures \( N_n(\sigma_n) \) uniformly in probability by tight random measures, hence \( \{N_n(\sigma_n)\} \) is tight. Since \( N_n(\sigma_n)(||x|| \leq 1) = 0 \), it follows from Theorem 3.1(iii) that

\[
\prod_{1 \leq k \leq \sigma_n} \delta_{Y^*_{nk}(\omega)}(\cdot) = \delta_{S_n^{\sigma_n}(\omega)}(\cdot)
\]

is a tight sequence of random measures and, by Corollary 2.2, the sequence \( E\delta_{S_n^{\sigma_n}(\omega)} = S_n^{\sigma_n}(\omega) \) is relatively compact.

Now consider the sequence \( \{S_n^{\sigma_n}(\tau^n_n)\} \). For each \( n \in N \) the sequence \( \{\sum_{j=1}^k Y_{nj}^{\tau^{\sigma_n}}, k \in N\} \) is a martingale. Let again

\[
\tau^n_n = \sigma_n \wedge \sup \{k: \sum_{j=1}^k E_{n,j-1}(||h(X_{nk} - B_{nk})||^2) \leq C\}.
\]

By the arguments similar to those used for \( N_n(\tau^n_n) \), the sequence of covariance operators

\[
\langle U_n y, y \rangle = E \langle y, S_n^{\sigma_n}(\tau^n_n) \rangle^2 = E \sum_{1 \leq k \leq \tau^n_n} \langle y, Y_{nk}^{\sigma_n} \rangle^2 \leq E \sum_{1 \leq k \leq \tau^n_n} E_{n,k-1} \langle y, h(X_{nk} - B_{nk}) \rangle^2
\]

is relatively compact. Hence \( \{S_n^{\sigma_n}(\tau^n_n)\} \) is tight. And so \( \{S_n^{\sigma_n}(\tau^n_n)\} \) is also tight.

4.2. THEOREM. Suppose that \( P^* \) is non-random. Then:

(i) The sequence \( \{S_n(\sigma_n): n \in N\} \) is tight.

(ii) If \( v \) is a limit for some subsequence of \( \{S_n(\sigma_n): n \in N\} \), then \( v \) satisfies the equation

\[
v \ast \mu = \mu \ast v.
\]

(iii) If equation (4.9) has the unique solution \( v = \mu \), then

\[
S_n(\sigma_n) \Rightarrow_p \mu.
\]

Proof. Assume (4.8). Clearly, \( \{S_n(\sigma_n) = EP_{S_n(\sigma_n)}(\cdot | \mathcal{F}) : n \in N\} \) is relatively compact, so it follows from Theorem 4.1 that \( \{S_n(\sigma_n) = EP_{S_n(\sigma_n)}(\cdot | \mathcal{F}_n) : n \in N\} \) is relatively compact and \( \{S_n(\sigma_n) : n \in N\} \) is a tight sequence of random probability measures.
Following the proof of Theorem 1.1, [9] (with application of Lemma 3.2 instead of Lemma 1.2), we get the convergence $E_{n_0} \exp i \langle y, S_n(\sigma_n) \rangle \frac{\mu}{p} \tilde{\mu}(y)$ provided $\tilde{\mu}(y) \neq 0$. In particular, for each $y \in H$,

$$\tilde{\mu}(y) E_{n_0} \exp i \langle y, S_n(\sigma_n) \rangle \rightarrow [\tilde{\mu}(y)]^2$$

and (4.9) follows.

Suppose that $v = \mu$ is the unique solution of (4.9). We shall prove a little bit more than (4.10), namely that

$$P_{S_n(\sigma_n)}(\cdot | F_{n_0}) \Rightarrow P_{\tilde{\mu}} \mu.$$  

Observe that we have the tightness of random measures

$$\left\{ \mu * P_{S_n(\sigma_n)}(\cdot | F_{n_0})(\omega): n \in N \right\}$$

and the convergence in probability of their characteristic functions on $H$, and so on some countable dense subset of $H$. By Lemma 2.4

$$\mu * P_{S_n(\sigma_n)}(\cdot | F_{n_0})(\omega) \Rightarrow P_{\tilde{\mu}} \mu.$$  

Now the convergence $P_{S_n(\sigma_n)}(\cdot | F_{n_0})(\omega) \Rightarrow \mu$ follows by passing to a.s. convergent subsequences.

Say that $Ad(X, F)$ is obtained by scaling a single sequence if $X_{nk} = B_n(X_0 - A_n)$, $F_{nk} = F_k$, where $\{X_k: k \in N\}$ is adapted to $\{F_k: k \in N_0\}$, $\{B_n: H \rightarrow H: n \in N\}$ is a sequence of bounded linear operators on $H$, strongly converging to 0 (i.e. $B_n(x) \rightarrow 0$ for each $x \in H$), and $\{A_n: n \in N\}$ is a sequence of vectors such that $B_n(A_n) \rightarrow 0$.

4.3. Theorem. Suppose that $Ad(X, F)$ is obtained by scaling a single sequence and that

$$\mu_n(\sigma_n)(\cdot, \omega) \Rightarrow \mu(\cdot, \omega),$$

where $\mu(\cdot, \omega)$ is a random measure with the property

$$P(\tilde{\mu}(y, \cdot) = 0) = 0, \quad y \in H',$$

for some dense subset $H'$ of $H$.

Then there exists a non-decreasing sequence $\{k_n\} \subset N$, $k_n \rightarrow \infty$, such that

$$P_{S_n(\sigma_n)}(\cdot | F_{k_n}) \Rightarrow \mu(\cdot, \omega).$$

Proof. For each $k \in N$, $B_n(X_0 - A_n) \rightarrow 0$ a.s. and it is easy to see that $\mu_0(\cdot, \omega) = P_{B_n(X_k - A_n)}(\cdot | F_{k-1}) \Rightarrow \delta_0$ a.s. Hence it is possible to find a non-decreasing sequence $k_0 \rightarrow \infty$ such that $\mu_n(k_n) \Rightarrow \delta_0$ a.s. Just the same way as in Theorem 3.1, [9], we obtain, for each $y \in H'' \subset H$,

$$E_{k_n} \exp i \langle y, S_n(\sigma_n) \rangle \frac{\mu}{p} \tilde{\mu}(y, \omega),$$

where $H''$ is a countable dense subset of $H'$.

The application of Lemma 2.4 completes the proof of (4.14).

Note that at the present moment we make use of Lemma 2.4 in non-
trivial way (since \( \mu(\cdot, \omega) \) is not constant), while in the proof of Theorem 4.2 the convergence (4.11) may be immediately obtained from the fact that the convergence in distribution to a constant random element is equivalent to the convergence in probability.

5. MARTINGALE CENTRAL LIMIT THEOREM IN HILBERT SPACE

The Central Limit Theorem for martingale difference arrays is the most important application of the Principle of Conditioning.

Usually, CLT for martingales involves the convergence of conditional variances (Brown's Theorem — see [3] and [9]) or the convergence of quadratic variation (McLeish [11]). While in the first case there are many results for the Hilbert space-valued martingales ([2], [7], [13]), it seems that there is no infinite-dimensional generalization of the latter approach.

We shall apply Theorem 4.2 in the proof of the Hilbert space version of CLT due to Ganssler and Hausler [6] (which is an improved McLeish CLT).

Martingale difference array (MDA) is a system \( \text{Ad}(X, F) \) satisfying \( E \|X_n\| < +\infty, E_n \cdot k (X_n) = 0, n, k \in \mathbb{N} \).

As in Section 4, let for each \( n \in \mathbb{N} \), \( \sigma_n : (\Omega, \mathcal{F}, P) \rightarrow \mathbb{N}_0 \) be a stopping time with respect to \( \{\mathcal{F}_k : k \in \mathbb{N}_0\} \).

5.1. THEOREM. Let \( \text{Ad}(X, F) \) be an MDA and let \( \{e_i : i \in \mathbb{N}\} \) be an orthonormal basis in \( H \).

Suppose the following conditions to hold:

\[
\text{(5.1)} \quad E \left( \sup_{1 \leq k \leq \sigma_n} \|X_n\| \right) \rightarrow 0,
\]

\[
\text{(5.2)} \quad \sum_{1 \leq k \leq \sigma_n} \langle X_n, e_i \rangle \langle X_n, e_j \rangle \rightarrow \psi_{ij} \in \mathbb{R}^1, \quad i, j \in \mathbb{N},
\]

\[
\text{(5.3)} \quad \lim_{N \rightarrow \infty} \limsup_{n \rightarrow \infty} P \left( \sum_{1 \leq k \leq \sigma_n} r^2_n (X_n) > \varepsilon \right) = 0, \quad \varepsilon > 0,
\]

where \( r^2_n (x) = \sum_{i=1}^{\infty} \langle x, e_i \rangle^2 \).

Then there exists a Gaussian symmetric distribution \( G(0, S) \) with the covariance operator \( S \) such that \( \langle S e_i, e_j \rangle = \psi_{ij}, i, j \in \mathbb{N}, \) and \( \mathcal{L}(S_n(\sigma_n)) \Rightarrow G(0, S) \).

Proof. Let \( \mathcal{S} \) be the metric space of \( S \)-operators (see Section 2). Define the random \( S \)-operators \( U_n \) by the following formula:

\[
\langle U_n y, y \rangle = \sum_{1 \leq k \leq \sigma_n} \langle X_{nk}, y \rangle^2.
\]

Then, by (5.2) and (5.3), the sequence \( \{U_n\} \) is tight in \( \mathcal{S} \). By (5.2) and
Tightness criteria for random measures

Lemma 2.4 there exists an \( S \in \mathcal{S} \) such that \( \langle Se_i, e_j \rangle = \psi_{ij} \) and \( U_n \xrightarrow{p} S \). In particular,

\[
(5.4) \quad \text{tr} \, U_n = \sum_k \|X_{nk}\|^2 \xrightarrow{p} \text{tr} \, S.
\]

Define \( Y_{nk} = X_{nk} I(\|X_{nk}\| \leq 1) \).

Following exactly the lines of the proof of Theorem 5.2, [9], one can show that (5.1)-(5.4) imply the following conditions:

\[
(5.5) \quad \sum_k E_{n,k-1}(Y_n) \xrightarrow{p} 0,
\]

\[
(5.6) \quad \sum_k P_{n,k-1}(\|X_{nk}\| > \varepsilon) \xrightarrow{p} 0 \quad \text{for every } \varepsilon > 0,
\]

\[
(5.7) \quad \sum_k E_{n,k-1}\|Y_{nk}\|^2 - \|E_{n,k-1}(Y_{nk})\|^2 \xrightarrow{p} \text{tr} \, S,
\]

\[
(5.8) \quad \sum_k E_{n,k-1}\langle Y_{nk}, e_i \rangle \langle Y_{nk}, e_j \rangle - E_{n,k-1}\langle Y_{nk}, e_i \rangle E_{n,k-1}\langle Y_{nk}, e_j \rangle \xrightarrow{p} \langle Se_i, e_j \rangle, \quad i, j \in \mathbb{N}.
\]

Applying CLT for independent random vectors in the way discribed in [7], p. 185, or in [9], p. 905, we get the convergence \( \mu_n(\sigma_n) \xrightarrow{p} G(0, S) \). By our Theorem 4.2 we get \( \mathcal{L}(S_n(\sigma_n)) \Rightarrow G(0, S) \).
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