Rozdziatl 5

Elementy rachunku
prawdopodobienstwa

5.1 Definicje i podstawowe wlasnosci

Rozwazmy doswiadczenie losowe, czyli takie, ktorego poszczegdlne wyniki zalezg od pew-
nego mechanizmu losowego. Za typowe do$wiadczenia losowe zwykto sie uwazac¢ rzuty monety
lub kostki, rozdawanie kart z potasowanej talii, losowanie kul z urny, loterie, gre w ruletke,
trafianie do celu na tarczy strzelniczej.
Oznaczmy przez €2 zbiér mozliwych wynikéw w doswiadczeniu losowym. Bedziemy je nazy-
waé zdarzeniami elementarnymi, () — przestrzenig zdarzen (elementarnych). Pod-
zbiér A przestrzeni zdarzen ) nazywamy zdarzeniem, a jego elementy — zdarzeniami
elementarnymi sprzyjajacymi zdarzeniu A. Zbioér pusty () nosi nazwe zdarzenia nie-
mozliwego, dopelnienie A’ zbioru A zdarzen elementarnych nazywamy zdarzeniem prze-
ciwnym do A. lloczyn zdarzen A N B odpowiada jednoczesnemu zajsciu zdarzen A
i B, a suma zdarzen A i B — zajsciu co najmniej jednego z nich. Jesli AN B = (), to
moéwimy, ze zdarzenia A i B wykluczaja sie. Zauwazmy, ze dziatania dodawania, mnozenia
i brania dopetnien na zdarzeniach podlegaja prawom (1.1) — (1.8).

Pojecie prawdopodobienstwa wprowadzimy naprzod dla skonczonej przestrzeni zdarzen

elementarnych = {wy,...,w,}.

Definicja 5. 1. (Prawdopodobienistwa)  Funkcje P przyporzadkowujaca kazdemu zda-

rzeniu elementarnemu w; warto$¢ P(w;), ¢ = 1,...,n, taka, ze
P(w;)>0,i=1,...,n oraz ZP(M‘) =1 (5.1)
i=1

nazywamy prawdopodobienstwem dyskretnym skonczonym.



Dla dowolnego zdarzenia A C €2 prawdopodobienstwo okreslamy jako

P(A)= Y P(w). (5.2)

{i: w;€A}
W szezegdlnodei, jesli przyjmiemy P(w;) = %, 1 = 1,...,n, to powyzszy wzor przyjmie
postac
Al
P4y =21 (5.3)
jol

znang jako klasyczna definicja prawdopodobienstwa.

Zauwazmy, ze prawdopodobienstwo dane wzorem (5.2) ma nastepujace wlasnosci:

W1. jest wielko$cia nieujemna,

W2. prawdopodobienstwo sumy skonczonej liczby zdarzen parami wykluczajacych sie jest
rowne sumie prawdopodobienstw tych zdarzen,

W3. prawdopodobienstwo przestrzeni zdarzen wynosi 1.

Rozwazymy teraz dwa przyktady prawdopodobienstwa dyskretnego skonczonego.

Przyktad 5. 1.

1. Przy rzucie trzech kostek: biatej, zielonej i brazowej zdarzeniem elementarnym jest 3-
elementowy ciag, ktorego pierwszy wyraz oznacza wynik na kostce biatej, drugi — na

zielonej, a trzeci — na brazowej. Przestrzen zdarzen mozemy wiec zapisa¢ w postaci
Q={w=(21,29,23): x;=1,...,6,i=1,2,3}

Znajdzmy prawdopodobienstwo zdarzenia A polegajacego na tym, ze suma ”wyrzuco-
nych” oczek wynosi co najmniej 17.

Zdarzenie A opiszemy jako
A={weQ: vy +ay+x3 > 17}

Jesli wszystkie kostki sa symetryczne, przypisanie kazdemu wynikowi (zdarzeniu ele-
mentarnemu) jednakowego prawdopodobienstwa jest uzasadnione. Mozemy wiec za-
stosowa¢ wzor (5.3). Na mocy (1.13) widzimy, ze |©2] = 63. Dla obliczenia liczebnosci
zdarzenia A, zauwazmy, ze tworza go nastepujace zdarzenia elementarne: (6,6,6) oraz
(5,6,6), (6,5,6), (6,6,5), a zatem |A| = 4. Zgodnie wigc z podang definicja

4 1

2. W totolotku wybieramy 6 liczb sposréd {1,2,...,49}. Zyskujemy udzial w pierwszej

nagrodzie (oznaczmy to zdarzenie przez A), jesli wytypujemy wszystkie liczby (jest ich



takze sze$¢) otrzymane w publicznym losowaniu. Obliczmy prawdopodobienstwo tego
zdarzenia.

Zgodnie z (3.3) mamy Q| = () = 13983816 oraz |A| = 1. Stad na mocy (5.3)

1
P(A) = —= = 0.0000000715.

()

3. Miedzy troje dzieci dzielimy losowo dwanascie zabawek. Obliczmy prawdopodobienstwo
zdarzenia A, ze kazde z nich otrzyma cztery zabawki.

Przestrzen zdarzen zwigzang z tym doswiadczeniem mozemy zapisa¢ w postaci
Q={w=(21,22,...,212) : x; =1,2,3, i =1,2,...,12}.

Jej liczno$é na mocy wzoru (3.4) wynosi Q| = 312 = 531 441, natomiast z (3.6) widzimy,
ze |Al = 22 skad

414141
12!
Przyktlad 5. 2. Przy rzucie dwéch nierozréznialnych kostek zdarzeniem elementarnym

jest 2-elementowy zbior. Przestrzen zdarzen tego doswiadczenia losowego przedstawia sie

nastepujaco:

Q = {w={r1,22}: z;=1,...,6,i=1,2}
= {{1,1},{2,2},{3,3},{4.4}, {5,5},{6,6}, {1, 2}, {1,3},{1,4},{1,5}, {1,6},
{2,3},{2,4},{2,5},{2,6},{3,4},{3,5},{3,6},{4,5},{4,6},{5,6} }.

Tak wiec |Q] = 21. Znajdzmy prawdopodobiefistwo zdarzenia A polegajacego na tym, ze

mniejszy z wynikéw wynosi co najmniej 5, czyli zdarzenia postaci
A={weQ: min{z, 2y} > 5}.

Wydaje sie, ze w tym doswiadczeniu losowym wyniki nie sg jednakowo prawdopodobne
(mozemy sie spodziewaé, ze np. wynik {1,2} pojawi sie czesciej niz {1,1}) i postugiwanie sie
wzorem (5.3) jest nieuzasadnione. W celu okreglenia prawdopodobieristwa na przestrzeni

zdefiniujemy je naprzod dla poszczegdlnych zdarzen elementarnych w nastepujacy sposob:

Tab. 1.

w | {11y . {66) {12} ... {16} {23} ... {26} ... {56}




Tak zadane prawdopodobienistwo spetnia warunki (5.1), poniewaz

21
1 2
Plw)>0,i=1,2,... 21 Plw) =6 — +15-— =1,
(wi) >0, 1 oraz, ZZI (w;) 36+ 36
Rozwazane zdarzenie A tworza nastepujace zdarzenia elementarne: {5,5},{6,6} oraz

{5,6}, a zatem zgodnie ze wzorem (5.2) jego prawdopodobienistwo wynosi

1 2 1

Nietrudno zauwazy¢, ze odpowiednio zmodyfikowana definicja 1 moze by¢ réwniez stosowana

w przypadku przeliczalnej przestrzeni zdarzen.

Przyktad 5. 3. Rozwazmy doswiadczenie losowe polegajace na rzucaniu symetryczna
moneta do momentu pierwszego pojawienia si¢ orta. Zdarzeniem elementarnym jest tu wiec
numer rzutu, w ktérym po raz pierwszy wypadnie orzet, a przestrzen €2 mozemy przedstawic

jako:
Q = {wl,wg,...} = {1,2,...,}.
Prawdopodobienstwo zdarzen elementarnych okreslamy nastepujaco:

1
Plw)=P(i)=g. i=12..,

a dla dowolnego zdarzenia A C Q) zgodnie ze wzorem (5.2). Latwo widaé,ze

Jest to przyktad prawdopodobienstwa dyskretnego nieskonczonego.

Przedstawimy teraz najwazniejsze wtasnosci prawdopodobienstwa wynikajace z wila-
snosci (W1) — (W3).

Jesli AC B, to P(A)<P(B), (monotoniczno$é) (5.4)
P(A"y=1—- P(A), (5.5)

P(A) <1, (5.6)

P(AUB)=P(A)+ P(B)— P(ANB), (5.7)

P(U A;) < Z P(A;) (nieréwnosé Boole’a). (5.8)

i=1 i=1



Dowody.

(i) Jesli A € B, to B = AU (B\ A), przy czym zdarzenia A oraz B \ A wykluczaja sie.
Stad na mocy wtasnosci (W2) P(B) = P(A)+ P(B\ A). Biorac z kolei pod uwage wlasnosé
(W1), widzimy, ze P(B\ A) > 0, czyli

P(B) — P(A) = P(B\ A) >0, (5.9)

co jest rownowazne nieréwnosci (5.4).

(ii) Réwnosé (5.5) wynika bezposrednio z réwnosci we wzorze (5.9), jesli przyjmiemy B =
oraz skorzystamy z wlasnosci (W3).

(iii) Nieréwnosé (5.6) jest szczegdlnym przypadkiem (5.4), jesli przyjmiemy B = ) oraz sko-
rzystamy z tego, ze P(Q2) = 1.

(iv) Zauwazmy, ze dla dowolnych zdarzen A oraz B, ich sume mozemy przedstawi¢ w naste-
pujacy sposob
AUB=AU(B\ (ANB)),

przy czym zdarzenia A oraz B\ (AN B) wykluczaja sie. Na mocy (W2) i (5.9) zachodzi
P(AUB)=P(A)+P(B\(ANB))=P(A)+ P(B)— P(ANB),

poniewaz AN B C B. Prawdziwa jest zatem réwnos¢ (5.7).

(v) Nieréwnos¢ (5.8) udowodnimy metoda indukcji zupelne;j.
Dla n = 2 wynika ona bezposrednio z (5.7) oraz tego, ze P(AN B) > 0.
Zaktadajac prawdziwos$¢ nieréwnosci dla n, zauwazmy, ze na mocy prawa tacznosci dodawa-

nia zdarzen (1.3) i ponownie wzoru (5.7) mamy

n+1 n n

P(U Ai) = P(U Ai) + P(An—H) - P((U Az) N An-i—l)'

i=1 i=1

Prawdziwos$é tezy dla n + 1 otrzymujemy z zatozenia indukcyjnego oraz tego, ze wyrazenie
P((U~; Ai) N A1) jest nieujemne. o

5.2 Niezalezno$¢ zdarzen
Niech A, B C () beda zdarzeniami takimi, ze
P(ANB)= P(A)- P(B). (5.10)

Réwnosé te przyjmujemy za definicje niezaleznosci dwoch zdarzen A, B.

Uogdlniajac, definiujemy niezalezno$é¢ rodziny zdarzen.



Definicja 5. 2. Niech C bedzie dowolng rodzing zdarzen. Jesli dla kazdej skonczonej
podrodziny {Ay, ..., A,} zdarzen z C spelniony jest warunek

P((4) =[] P(4y), (5.11)
to rodzine te nazywamy rodzing zdarzen niezaleznych.

Nalezy tutaj podkresli¢, ze niezaleznos$¢ zdarzen okreslona réwnoscia (5.11) jest wtasnoscia
silniejsza niz tzw. niezaleznosé¢ parami zdarzen oznaczajaca zachodzenie dla kazdej pary
z rozpatrywanej rodziny zdarzen réwnosci (5.10). Pokazuje to takze pierwszy z ponizszych

przyktadow.

Przyktad 5. 4. Niech Q = {wy,ws, w3, wys}, F oznacza rodzine wszystkich podzbioréw

Q oraz P({w;}) = 1, i =1,...,4. Rozwazmy zdarzenia
A= {wlaw2}7 B = {w27w3}7 C= {w3aw1}-
Rodzina C = {A, B, C'} nie jest rodzina zdarzen niezaleznych, poniewaz

?

P(ANBNC) = P0) =0+ P(A)- P(B)- P(C) =

o=

jakkolwiek kazda para zdarzen jest para zdarzen niezaleznych, na przyktad

P(ANB) = P({w}) = ;1 = P(A)- P(B) =

L1
5

o=

Przyktad 5. 5. Jesli {Ay,..., Ax} stanowi rodzing zdarzen niezaleznych, to rodzina

zdarzen przeciwnych {A, ..., A} } takze stanowi rodzine zdarzen niezaleznych.

Dowdd pozostawiamy jako ¢wiczenie.

Przyktad 5. 6. Dwa miejsca A i B polaczone sg trzema Sciezkami, na ktérych jest pie¢

mostow zwodzonych usytuowanych wedlug nastepujacego planu (patrz rys. 3.):

0.2 0.2

e
A / » 04 \ B
\ » 0.1 » 0.5 /




Rys. 3

Mosty podnoszone sg niezaleznie z prawdopodobienstwami zaznaczonymi na planie.
Obliczmy prawdopodobienstwo zdarzenia D, ze chociaz jedna sciezka jest przejezdna.
Oznaczmy przez D; zdarzenie, ze 1. $ciezka jest przejezdna. Wtedy na mocy prawa de Mor-

gana

P(D) = P(D,UDyUD;)=1- P(DyNDyN Dy).

7 danych na planie i zatozonej niezaleznosci mamy

P(D}) = 1—-P(D;)=1-(1-0.2)*=0.36,
P(D,) = 04,
P(Dy) = 1—P(D3)=1-(1-0.1)-(1-0.5)=0.55

i ostatecznie P(D) =1 —0.36-0.4-0.55 = 0.921.

Przyklad 5. 7. Dwaj gracze rzucaja na zmiane dwie kostki. Jedli gracz A, ktoéry roz-
poczyna gre, otrzyma sume oczek rowng 6 przed uzyskaniem przez gracza B sumy oczek
rownej 7, to wygrywa. Obliczmy prawdopodobienstwo zdarzenia A oznaczajacego wygrang
gracza A.

Wprowadzmy zdarzenia B; polegajace na tym, ze gra zakonczy sie w . rzucie, ¢ = 1,3,5,....

Poniewaz zdarzenia te wykluczaja sie, a ich suma jest cala przestrzenia 2, wiec zachodzi réw-

=Y P(ANB).

Ponadto, zdarzenie A N B; oznacza, ze we wszystkich prébach o numerach mniejszych niz

nosé

1 zarowno gracz A, jak i B nie uzyskal wymaganej sumy oczek i dopiero w . rzucie suma
oczek otrzymana przez gracza A wynosi 6. Pamietajac, ze wyniki poszczegdlnych prob sa

niezalezne, mamy zatem

31 30 31 30 31 30 5 5 /31-30\°
36 - 36

P(ANB)="2.2.22 .22 L - .
( i) = 36 36 36 36 36 36 36 36

Stad

5 i 31-30 30
=355 £2\36-36) ~ 61



5.3 Ciagi binarne i schemat Bernoullego

5.3.1 Serie w ciggu binarnym

Ciag binarny ztozony z n jedynek i m zer nazywamy (n, m)—ciagiem. Takich ciagow jest

(n J;m> - (" ;m> (5.12)

Na przyktad (0,0,1,1,0,1,1,1) jest (5,3)—ciagiem.

Serig nazywamy podciag kolejnych jednakowych elementéw. W powyzszym przyktadzie
mamy cztery serie. Zauwazmy, ze serie zer i jedynek przeplataja si¢ i dlatego ich liczby
sa jednakowe albo réznig sie o jeden.

Przyjmujac np. 1 < n < m mamy, ze liczba R serii dowolnego (n, m)—ciagu ma nastepujace

oszacowanie:

2 —
2< p<{ T (5.13)
2n+1, n<n

Uwaga. Obliczmy, ile jest (n, m)—ciagéw o ustalonej liczbie R serii.

e Niech R = 2k. Jest zatem k serii jedynek oraz k serii zer. Jezeli potraktujemy serie jako
niepuste komoérki, to mamy do rozmieszczenia n jedynek w k komérkach oraz m zer
takze w k innych komérkach tak, by zadna komérka nie pozostata pusta. Jak wiemy,
takich rozmieszczen jest 2(2:1) . (Z‘:ll) Czynnik 2 wystepuje stad, ze zaréwno zera jak
i jedynki moga tworzy¢ pierwsza serie.

e Niech R = 2k+1. Wtedy moze by¢ (k+1) serii jedynek oraz k serii zer, badZ odwrotnie.
Zatem w tym przypadku (n, m)—ciagéw mamy (";1) : (Tg:ll) + (Zj) (mk_l)
Przyktad 5. 8. Obliczmy prawdopodobiefistwo p tego, ze losowy (n,m)—ciag ma pa-

rzysta liczbe serii.

I. sposob.
p 22 (o) (0) 20505 () () 2505 (5 o) ()
(".") (") (")
200 () 2mn
("t B (") C(ndm)n+m—1)
II. sposob.

Zauwazmy, ze w (n,m)—ciggu binarnym o parzystej liczbie serii pierwszy i ostatni



element muszg sie rézni¢. Poniewaz mozemy je ustali¢ na dwa sposoby, a pozostate

n+m—2

i ) sposobow, wiec

2" 2

p= ("t B (n+m)(n+m-—1)

n

elementy na (

n n—oo 1
2n—1 - 2°

Ponadto, gdy n = m, to p =

5.3.2 Ciagi binarne zdominowane

Binarny (n,m)—ciag nazywamy ciagiem zdominowanym przez zera, jesli dla kazdego

1 =1,...,n 4+ m na pierwszych ¢ miejscach tego ciggu znajduje si¢ co najmniej tyle zer, co
jedynek.
Niech d(n, m) oznacza liczbe takich (n, m)—ciagéw. Mozna pokazaé, ze dla m <n
m+1—n/{n+m
dn,m) = ——— . 5.14
) = (M) (5.14)

Liczby

d(n,n) = L (271)’ n=1,2, .. toliczby Catalana.
n+1\n

Przyktad 5. 9. W 20-osobowej kolejce do kina 10 oséb ma monete 5-ztotowa, a pozo-

stale osoby banknot 10-zlotowy. Zaktadajac, ze w chwili rozpoczecia sprzedazy w kasie nie

ma zadnych pieniedzy, a bilet kosztuje 5 zt, obliczmy prawdopodobienstwo zdarzenia A, ze

nikt nie bedzie czekat na wydanie reszty.

Kolejke mozna uwazaé za ciag binarny typu (10,10), gdzie jedynka oznacza osobe z bank-

notem, a zero osobe z moneta. Wtedy |A| = d(10,10), a |2 = (*%£'?). Stad na mocy (5.14)

mamy
d(10,10)  10+1-10 1

Pld) = ® 10+1 1

5.3.3 Schemat Bernoullego i liczba sukceséw

Schematem Bernoullego nazywamy ciag niezaleznych prob, z ktérych kazda moze za-
konczy¢ sie albo sukcesem, albo porazka, a prawdopodobienstwo sukcesu w pojedynczej
prébie wynosi p.

Niech dla k =0,...,n Ay, oznacza, ze w serii n préb wystapilto k sukceséw. Na przyktad

dla n rzutow kostki, gdy sukces to wypadniecie trzech oczek, mamy:

= (2) one pit - (1)



Niech B;,, oznacza zdarzenie, ze i. proba zakonczyta si¢ sukcesem. Zatem

Wtedy

P(An)= Y P(B,NB,N..NB,NB, N..NBj)

Te+1
{1,508 }

= ) pk(l—p)"k=<Z)pk(1—p)”k~

{1, ik }

Tu sumowanie przebiega po wszystkich k—elementowych podzbiorach zbioru indekséw {1, . ..

Uwaga.
. n — n n—
> (k)pk(l —p)" =+ A-p)" =1 pL-p)"" 20,
k=0
dla k=0,...n 1 0<p<1.
Zatem

b(k,n) = (Z)pk(l R 0<k<n, 0<p<l1 (5.15)

tworzg rozktad prawdopodobienstwa skonczony dyskretny, zwany rozktadem dwumiano-

wym.

Przyktad 5. 10.

P(co najmniej trzy razy 'trzy oczka’ w n rzutach kostki)

=1 — P(co najwyzej dwa razy ’trzy oczka’ w n rzutach kostki)

OO OO0 0)

Przyklad 5. 11. Przypusémy, ze awarie poszczegolnych silnikow samolotowych wystepu-
jace podczas lotu sa niezaleznymi zdarzeniami losowymi o jednakowym prawdopodobienstwie
1 — p. Zatézmy ponadto, ze samolot zdota bezpiecznie zakonczy¢ lot, gdy sprawnych jest co
najmniej potowa jego silnikéw. Ustalmy, dla jakich p samolot czterosilnikowy jest bardziej
niezawodny od samolotu dwusilnikowego.

Oznaczmy przez:

IV - zdarzenie, ze samolot czterosilnikowy jest niezawodny (przynajmniej potowa silnikéw

bedzie sprawna)



IT - zdarzenie, ze samolot dwusilnikowy jest niezawodny.

Naszym zadaniem jest wyznaczy¢ takie p, ze P(IV) > P(I1I). Mamy kolejno

gt
™
=

[

P(Ag4) + P(Asa) + P(Asq) = 6p°(1 = p)* + 4p*(1 — p) + p,

P(IT) =P(A12) + P(A22) = 2p(1 — p) + p*.
P(IV) > P(II) wtedy i tylko wtedy, gdy (p—1)?(3p—2) > 0. Tak jest dlap > % Zatem nalezy
lata¢ samolotem czterosilnikowym, gdy p > %, a dwusilnikowym w przeciwnym przypadku.

Schemat Bernoullego i czas czekania na sukces.
Niech T} oznacza, ze w schemacie Bernoullego o prawdopodobienstwie sukcesu p pierwszy
sukces wystapi w k. probie, k = 1,2,..., a B;, ze 1. proba zakonczyta sie sukcesem, i =

1,2,.... Wtedy
P(Ty) = P(BiNB,N...NB, ,NB)=(1—p)" "' p

Uwaga. Dla 0 < p < 1 mamy

(]' _p)k_l 'p Z 07 k= 1a27 ..y Oraz Z(l _p)k_l “p :pZ(l _p)l =1
k=1 =0
Zatem
pe=(1—p)*1t.p, 0<p<l1, k=1,2,.. (5.16)

tworza rozktad prawdopodobienstwa przeliczalny dyskretny zwany rozkladem geome-

trycznym.



