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Modele stochastyczne
Lista zadan nr 1

. W urnie znajduje sie 8 kul czarnych i 4 biate, obok lezy kula czarna. W kazdym kolejnym
kroku poczynajac od "zerowego” losujemy kule z urny i zamieniamy ja z ta lezaca obok.
Przyjmujemy, ze X,, = 0, jesli wylosowana w n. kroku kula jest biata oraz X,, = 1, jesli w n.
kroku losujemy kule czarna.

a) Uzasadnij, ze ciag tak okreslonych zmiennych losowych jest tanicuchem Markowa,;

b) wyznacz jego rozktad poczatkowy i macierz prawdopodobienstw przejsé;

c) oblicz P(X, = 1).

. Czasteczka porusza sie po okregu znajdujac sie w kolejnych sekundach w jednym z punktow:
0,1,2,3, ponumerowanych zgodnie z ruchem wskazowek zegara. Bedac w pierwszym i ostatnim
moze albo w nich pozosta¢ z prawdopodobienstwami: 0.5 — dla punktu 0 oraz 0.2 — dla punk-
tu 3, albo przesunaé sie o dwa punkty do przodu. Z dwoch pozostatych punktéow czasteczka
przechodzi albo o jedno ”stanowisko” do przodu z prawdopodobienstwami: 0.4 — dla punktu
1 oraz 0.3 — dla punktu 2, albo o jedno do tytu.

Okreslajac dla powyzszego modelu odpowiedni tanicuch Markowa, wyznacz jego macierz praw-
dopodobienstw przejéé¢ oraz klasy stanéow.

. W pewnym eksperymencie powtarzane sg wielokrotnie takie same proby, ktérych wyniki kla-
syfikowane sa jako sukces albo porazka. Jesli dwie kolejne préby koriczg sie sukcesem, to
nastepna takze zakonczy sie sukcesem z prawdopodobienstwem 0.8. W pozostatych przypad-
kach sukces w nastepnej probie wystepuje z prawdopodobienstwem 0.5.

Okreslajac odpowiedni tancuch Markowa wyznacz jego klasy standw i okresl, czy sg chwilowe,
czy rekurencyjne.

. Dla systemu ubezpieczeniowego Bonus-Malus okresl odpowiedni tancuch Markowa i wyznacz
macierz prawdopodobienstw przejsc.

. Dana jest nastepujaca macierz prawdopodobienstw przej$¢ w jednym kroku:
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a) Wyznacz wartos¢ stalej a.
b) Wiedzac, ze rozktad poczatkowy jest postaci:

oy = 03, a1 = 01, Qg = 04, g = O]_, Gy = 01,

oblicz P(X, = 2).
¢) Wyznacz klasy standéw opisanego tancucha Markowa.
d) Okresl, ktore z nich sg rekurencyjne, a ktére chwilowe.

. Niech {Z,,,n =1,2,...} bedzie ciagiem niezaleznych zmiennych losowych o jednakowym roz-
ktadzie postaci P(Z; = k) = ax, k = 0,1,..., natomiast {X,,,n = 1,2,...} ciagiem okreslo-
nym rownaniem

Xop1=(Xn =14+ Zpy1, n=0,1,...,

a X nieujemna catkowitoliczbowa zmienng losowa niezalezna od {Z,,,n = 1,2,...}. Wyznacz
macierz prawdopodobienstw przej$¢ tego tancucha Markowa.



7. Dla tancucha Markowa o macierzy prawdopodobienstw przej$¢ postaci
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oblicz P(X,, = 0|X, = 0).

8. Pokaz, ze jesli stan ¢ jest rekurencyjny oraz nie komunikuje si¢ ze stanem 7, to P;; = 0. Zatem,
jesli proces wejdzie do klasy rekurencyjnej, to juz nigdy jej nie opusci.

9. Dla rozwazanych w powyzszych zadaniach tancuchéw Markowa wyznacz, o ile istnieje, rozktad
stacjonarny.

10. Udowodnij, ze
0*(X) = BE(c*(X]Y)) + o*(E(X]|Y)).

11. Niech
N

i=1
gdzie {X,,,n =1,2,...} jest ciagiem niezaleznych zmiennych losowych o jednakowym rozkta-
dzie, a N — niezalezng od tego ciagu zmienng losowa przyjmujaca wartosci catkowite nieujem-
ne. Stosujac odpowiednio wzér z poprzedniego zadania, udowodnij, ze

0(S) = E(N)o*(X,) + o*(N)(E(X1))%

12. Korzystajac ze wzoréw na wartos¢ oczekiwang oraz wariancje sumy losowej, wyznacz wartosé
oczekiwana oraz wariancje liczebnosci n. generacji w procesie Galtona-Watsona, czyli wykaz
prawdziwos¢ nastepujacych wzorow:

Y X211

0(X,) = { e h7 ]
o“n, u=1.

13. Rozwazmy populacje, ktorej rozwdj opisuje proces Galtona-Watsona. Zatézmy, ze generacje
zerowa, tworzy pie¢ osobnikéw (tzn. Xy = 5), a rozktad liczby potomkéw zadany jest ciagiem
{P:,, k=0,1,...}.

Wyznacz prawdopodobienstwo wymarcia takiej populacji, jesli

6 4 1
0 137 1 137 2 3 4 135

oraz jesli
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. Udowodnij, ze zmienna losowa 1" z gestoscia jest wyktadnicza wtedy i tylko wtedy, gdy 1" ma
wtasnosé¢ braku pamieci.

. Niech X i Y beda niezaleznymi zmiennymi losowymi o rozktadach wyktadniczych z parame-
trami « i 3, odpowiednio. Wyznacz P(X > Y).

. Udowodnij, ze z Definicji 2.1 procesu Poissona wynika Definicja 2.2 (patrz wyklad).

. Samochody przejezdzajg ustalony punkt na autostradzie zgodnie z procesem Poissona z in-
tensywnoscia A = 3/min. Jesli zajac potrzebuje s sekund, by przebiec te autostrade, to jakie
jest prawdopodobienstwo, ze uda mu si¢ bez szwanku znalezé po jej drugiej stronie?
Wyznacz to prawdopodobienstwo dla s= 2, 5, 20.

. Niech {N(t),t > 0} bedzie procesem Poissona z intensywnoscig A, a S, oznacza moment
wystapienia n. zdarzenia. Oblicz:

a) E(54);

b) B(SIN(1) = 2);

c) E(N(4) = N(2)IN(1) = 3).

. Pokaz, ze jesli {NV;(t),t > 0} sa niezaleznymi procesami Poissona o intensywnosciach \;,i =
1,2, to ich suma jest procesem Poissona o intensywnosci A\ + \s.

. W nawigzaniu do poprzedniego zadania oblicz prawdopodobienstwo tego, ze pierwsze zdarze-
nie procesu N pochodzi z procesu Nj.

. Przypusémy, ze zdarzenia wystepuja zgodnie z procesem Poissona z intensywnoscia A = 2/h.
Wyznacz:

a) prawdopodobienstwo tego, ze miedzy godzina 18. a 19. nie wystapi zadne zdarzenie;

b) oczekiwany moment 4. zdarzenia, jesli chwila ”startu” procesu przypada w potudnie;

¢) prawdopodobienistwo wystapienia co najmniej dwoch zdarzenn miedzy godzina 15. a 17.

. Niech S(t) oznacza cene ubezpieczenia w chwili ¢. Zatézmy, ze proces {S(t),0 > 0} pozostaje
niezmieniony do chwili wystapienia zdarzenia - ”"wstrzasu”, kiedy to cena ubezpieczenia jest
mnozona przez pewien losowy czynnik. Jedli N(¢) oznacza liczbe tych zdarzen do chwili ¢, a
X,; — 1. czynnik, to mozemy zapisac, ze

Niech X; beda niezaleznymi zmiennymi losowymi o rozktadzie wyktadniczym z parametrem
v, a {N(t),t > 0} niezaleznym od nich procesem Poissona o intensywnosci A. Niech ponadto

S(0) = s.
Pokaz, ze .
E@@DZS%M—MG—;ﬂ,

B(S2(1)) = 5% exp{—t(1 — ;)}.



10.

11.

12.

13.

Wskazowka. Zauwaz, ze

E(5(1) = ki E(S)IN(t) = k)P(N(t) = k).

Klienci pojawiaja si¢ w banku zgodnie z procesem Poissona o intensywnosci A. Przypusémy,
ze w ciggu pierwszej godziny przybyto dwoch klientéw. Oblicz prawdopodobienstwo tego, ze:
a) obaj pojawili sie w ciagu pierwszych 20 minut;

b) przynajmniej jeden pojawil sie w ciagu pierwszych 20 minut.

Pasazerowie przychodza na przystanek autobusowy zgodnie z procesem Poissona o inten-
sywnosci A. Autobus odjezdza w chwili ¢. Niech X oznacza taczny czas czekania na odjazd
autobusu wszystkich odjezdzajacych w chwili ¢ — ich liczba wynosi N (t). Wyznacz:

a) E(X|N(t));

b) o*(X|N(t));

c) o3(X).

Przypusémy, ze zdarzenia wystepuja zgodnie z niejednorodnym procesem Poissona o funkcji
sredniej postaci
m(t) =t*+2t, t>0.

Wyznacz prawdopodobienstwo wystapienia n zdarzen w czasie [4, 5.

Przypusémy, ze kierowcy podjezdzaja na myjnie samochodowa zgodnie z procesem Poissona
o intensywnosci A= 10/h. Przyjmujac, ze warto$¢ zamawianej przez kazdego z nich ustugi nie
zalezy od pozostalych, ale ma taki sam jak inne rozklad jednostajny na {10, 12,20} wyznacz
srednig i wariancje catkowitej kwoty wydanej przez klientéw tej myjni w ciagu 7 godzin jej
otwarcia.
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. Zaktadajac, ze czasy miedzy odnowami maja rozktad Poissona z parametrem «, wyznacz;
a) rozktad Sp;
b) P(N(t) =n).

. Wiedzac, ze funkcja odnowy procesu {N(t),t > 0} jest postaci m(t) = t/2, t > 0, oblicz
P(N(5) =0).

. Warunkujac wzgledem chwili pierwszej odnowy, udowodnij
t
m(t) = F(1) + / m(t — ) f(z)dz.
0

. Zatézmy, ze pewne urzadzenie jest wymieniane, kiedy albo zepsuje sie, albo osiggnie wiek 7' lat
oraz, ze czasy bezawaryjnego dziatania kolejnych takich urzadzen sa niezaleznymi zmiennymi
losowymi o jednakowej dystrybuancie F' z gestoscia f. Niech N(t) oznacza liczbe wymian tego
urzadzenia w czasie [0,¢]. Oblicz:
a) $redni czas miedzy kolejnymi wymianami tego urzadzenia;
b) cytujac odpowiednie twierdzenie graniczne,

N(t)

lim ——=.
t—oo

. Przypusémy, ze pewne urzadzenie zostaje wymienione kiedy albo zepsuje sie, albo osiggnie
wiek 3 lat. Nowe kosztuje 4, a naprawa starego — 1. Jesli po 3 latach urzadzenie nadal jest
sprawne, zostaje sprzedane za 2.

Wprowadzajac odpowiedni ztozony proces odnowy i cytujac twierdzenie graniczne oraz przyj-
mujac, ze czas ~zycia” tego urzadzenia ma rozktad wyktadniczy o sredniej 5, oblicz, jaki jest
sredni koszt jego posiadania w dtugim okresie czasu.

. Zatézmy, ze turysci dochodzg do miejsca przeprawy promowej zgodnie z procesem odnowy
Srednio co 10 minut i czekajg na przystani, az zbierze sie dziesie¢ oséb — wtedy dopiero prom
odpltywa. Przyjmijmy ponadto, ze koszt zwigzany z pobytem na przystani jednej osoby przez
godzing wynosi 3, a na jednorazowe przeptyniecie promu na drugi brzeg potrzeba kwoty 20.
Wprowadzajac odpowiednio proces odnowy i cytujac twierdzenie graniczne wyznacz Sredni
koszt ponoszony przez wtasciciela przystani i promu w dhugim okresie czasu.

. Dla procesu odnowy {N(¢),t > 0} niech {A(t),t > 0} oznacza tzw. proces "wieku”. Udowod-
nij, ze jesli E(Y;) < oo, to z prawdopodobienstwem 1 zachodzi

. Przypusémy, ze w pewnym magazynie zapas uzupetniany jest wedtug schematu (10, 10 + 70),
a zapotrzebowania klientéw (niezalezne od odstepéw czasu miedzy ich pojawianiem si¢) maja
rozktad wyktadniczy z parametrem 3. Wyznacz prawdopodobienstwo utrzymywania si¢ zapasu
na poziomie wynoszacym co najmniej 50 jednostek towaru.
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. Przypusémy, ze jednokomoérkowy organizm moze znajdowaé sie w jednym z dwoch standw

A lub B. Osobnik bedacy w stanie A zmieni stan na B z wykltadnicza intensywnoscig «,
natomiast jednostka w stanie B podzieli sie na dwa nowe osobniki typu A z wyktadnicza
intensywnoscig . Okresl odpowiedni tancuch Markowa z czasem ciagtym dla populacji tych
organizmow i wyznacz odpowiednie parametry tego modelu.

Potencjalni klienci przybywaja do jednokanatowego systemu obstugi zgodnie z procesem Pois-
sona o intensywnosci A. Jesli jednak nowo przybyty klient zastanie juz w kolejce n oczekujacych
na obstuge, to wejdzie do systemu z prawdopodobienstwem «,,. Zaktadajac wyktadniczg in-
tensywno$¢ obstugi rowna p, opisz powyzszy model jako proces urodzin i $émierci oraz wyznacz
jego odpowiednie parametry.

Wyznacz intensywnosci urodzin i $mierci dla procesu {X(t),¢ > 0}, gdzie X (t) oznacza li-
czebno$¢ w chwili ¢ populacji ztozonej z osobnikéw mogacych rodzi¢ potomstwo, ale nie umie-
rajacych. Prokreacja kazdej jednostki tej populacji odbywa sie niezaleznie od pozostatych w
wyktadniczym czasie o $redniej 1/A. (Jest to tzw. czysty proces urodzin lub proces Yule’a).

Wyznacz oczekiwang liczebno$é populacji, ktorej rozwdj opisuje tzw. liniowy model wzrostu z
1MLGrac)q .

. Warunkujac wzgledem pierwszego przejscia procesu urodzin i $mierci, wyprowadz réwnanie

rekurencyjne na oczekiwany czas przejscia procesu ze stanu ¢ do stanu i + 1.
Zastosuj go do procesu o statej intensywnosci zarowno urodzin, jak i Smierci.

Rozwazmy system kolejkowy M /M /3, w ktérym sredni czas miedzy pojawianiem si¢ kolejnych
klientow wynosi 10 minut, a $redni czas obstugi klienta 15 minut. Jesli X (¢) oznacza liczbe
klientow w chwili ¢, to {X (¢),¢ > 0} jest procesem urodzin i $mierci. Wyznacz

a) intensywnosci tego procesu;

b) oczekiwany czas przejscia od stanu 1 do stanu 3.

Niech {B(t),t > 0} bedzie standardowym ruchem Browna. Wyznacz
a) rozktad B(t) + B(s), s <t;
b) E(B(tl) . B(tg) : B(tg)), 1 <ty < 3.

Uzasadnij, ze standardowy ruch Browna jest procesem gaussowskim.
Wyznacz jego funkcje $redniej i kowariancji.

Pokaz, ze
a) proces Ornsteina-Uhlenbecka jest procesem stacjonarnym,
b) proces autoregresji jest procesem stacjonarnym w wezszym sensie.

Niech {N(t), t > 0} bedzie procesem Poissona o intensywnosci 5, a Z niezalezna od niego
zmienng losowa o rozktadzie N(0,2) oraz niech

Xt) =2 - (-1, t>o0.

Uzasadnij, ze {X (), t > 0} jest procesem stacjonarnym w wezszym sensie.



