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1. Niech Z1, Z2 będa iid ∼N(0,1). Obliczyć [Z1|aZ1 + bZ2].

2. Rozważmy dwa wektory losowe X ∈ Rn i Y ∈ Rm. Zakladamy, że łączny rozkład
(X, Y ) ma gęstość (względm (n +m)-wymiarowej miary Lebesgua) gX,Y . Pokazać, że
warunkowy rozkład X pod warunkiem Y ma gęstość

gX,Y (x1, . . . , xn+m)

gY (xn+1, . . . , xn+m)
,

gdzie

gY (xn+1, . . . , xn+m) =

∫
. . .

∫
gX,Y (x1, . . . , xn+m) dxn . . . dxn+m.

3. Dla x ∈ R niech µ i νx będa miarami probabilistycznymi na R, i załóżmy, że νx(B)
jest borelowską funkcją x dla dowolnego borelowskiego B. Zauważyć, że

π(E) =

∫
R

νx({y : (x, y) ∈ E})µ(dx)

definiuje miarę probabilistyczna na R2.
Przypuśćmy, że (X, Y )mają łączny rozkład π na R2. Pokazać, że νx jest wersją warunk-
owego rozkładu Y pod warunkiem X.
Zastanowić sie jak można powyższy fakt wykorzystać do rozwiązania pierwszego przykładu
podanego na wykladzie.

4. Niech X, Y będą iid z dystrybuantą F , która jest ciągła i dodatnia. Znaleźć warunkowe
prawdopdobieństwo X ≤ x pod warunkiem M = max(X, Y ).

5. Zadanie 5 i 13 z Jakubowskiego Sztencla (str 136).

6. Niech P,Q będą miarami probabilistycznymi (Ω,F), dla ktorych isntiej gęstość dQ/dP =
Z > 0. Niech G będzie podsigma ciałem F i X z.l. Q-całkowlaną. Pokazać, że

EQ(X|G) =
EP (XY |G

EP (Z|G)
.
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