MUMIO Lab 8 Uzyteczno$é, miary ryzyka/proces zgloszen

1. (3p.) Decydent kieruje sie maksymalizacja wartoéci oczekiwanej funk-
cji uzytecznosci postaci: u(x) = \/z,
posiada majatek wart 400 i narazony jest na strate X o rozkladzie
trzypunktowym:
P(X =0) = P(X =50) = P(X =100) = 3.
Gotéw jest on zaplacié nie wiecej niz P = 30 za pokrycie ryzyka X (lub
jego czesci k(X)). Ubezpieczyciele oferuja wszystkie dopuszczalne kon-
trakty po cenie rownej sktadce netto. Wylicz maksimum oczekiwanej
uzytecznodci decydenta Efu(w + k(X) — X — P)], dla E(k(X)) = P.

2. (3p.) Pewien decydent posiada wyj$ciowy majatek w kwocie w = 10.
Narazony jest on na strate X o rozkladzie normalnym z parametrami
(u,02%) = (2,6). (Strata jest tutaj terminem umownym, poniewas z
pewnym prawdoodobienstwem bedzie ujemna, a wiec de facto wystepi
zysk). W swoich decyzjach kieruje sie maksymalizacja funkcji uzytecz-
nosci o postaci: u(x) = —exp(—% - ). Decydent dokonuje wyboru
wspélezynnika 5 € [0,1], w efekcie czego w jego udziale pozostanie
strata w wysokosci (- X, natomiast pozostala czes¢ straty w wyso-
kosci (1 — 3) - X pokryje ubezpieczyciel za cene réwna g -(1=75) - p.
Wrylicz wspotczynnik 3, ktéry wybierze decydent.

3. (3p.) Kapital poczatkowy wynosi w = 100. Inwestor ma awersje do
ryzyka z funkcja u(w) = —exp(—aw), a > 0. Szkoda mu zagrazajaca
ma rozklad wykladniczy X ~ Exp(2). Jaka skladke G jest gotowy
placié¢ inwestor?

4. (3p.) Jesli zalozymy, podobnie jak J. Bernoulli, ze funkcja uzytecznosci
u(w) posiadanego majatku spelnia réwnanie rézniczkowe

du(w)
dw

k
=—, w>0, k>0,
w

to znajdz jej postac. Jesli teraz podejmujacy decyzje posiadacz kwoty
w, w > 1 uzywa takiej wlasnie funkcji u oraz stoi w obliczu losowe]
straty X o rozkladzie jednostajnym na [0, 1], pokaz, ze maksymalna
kwota jaka on zaptaci jako sktadke w celu ubezpieczenia sie od tej

straty wynosi
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5. (3p.) Niech G takie, ze

uw(w — G) = Elu(w — X)]



10.

Zabzmy, z funkcja uzytecznosci u jest dwukrotnie rézniczkowalna oraz
X jest zmienna losowa o skonczonej wariancji. Pokaz, ze

u'(w — E[X])

G~ B = S =B

Var[X].

(3p.) Niech

o(X) = VaR[X,p] := F'(p),
dla p € (0,1). Sprawdz, ze dla kazdego X i € > 0 oraz dla kazdej
funkeji o(X)

E[(X —VaR[X,1—¢]); +eVaR[X,1 — €] KE[(X — o(X))1 + 0o(X)¢]

(3p.) Znajdz zmienne losowe X,Y, takie by nie zachodzila wlasnosé
VaR[X +Y,p] < VaR[X,p| + VaR]Y,p|.

(3p.) Niech

1 1
TVaR[X,p] := —— | VaR[X,u|du.
L—pJp

Uzasadnij, ze TVaR[X,p| > E [X].

(3p.) Sprawdz, ze jedli X ~ N(u,02), to (® oznacza standardows
dystrybuante rozkladu normalnego)

VaR[X,p] = p+ o® L(p),

H&—1
TVaR[X,p] = p+ 07(1) (@ (p))
L—p

(M) Dla Ty = 0, Tp41 — Ty, = Xyy1, zakladamy, ze (X,,) tworza
ciag iid zmiennych dodatnich. (7}, oznaczaja chwile zgloszen). Niech
N(t) = 32721 Ii1,<4) bedzie liczbg zgloszen do chwili t. Wylicz EN (10)
(by¢ moze przyblizona wartosé) przy zalozeniu, ze X,, maja rozktad
Weibulla z wybranymi parameterami (wiekszymi i mniejszymi od 1).
Osobno zbadaj przypadek rozkladu wykladniczego i wylicz N(10).
Zréb symulacje procesu (N(t)).



