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Krzysztof Tabisz WIP w IM UWr, 2008/09r
Wyktlad 04 w dniu 22.X.08r

Jeszcze raz Zadanie 4 7z Wyktadu 03, gdzie obliczane byly wartosci wielomianu

1 1
wy(x) = apz™ + a12™ 4+ ...+ a1 + ag

dla szczegodlnego przypadku n = 3. Rozpatrzmy Algorytm 1 oraz Algorytm 2 realizujace
nasze zadanie.

Dane: n,a9,a4,...,a,,2
Wynik: w = apz™ + a2+ ...+ a2t + a,
1 W < ag;
2 for i <+ 1 tondo
3 ‘ w < a; +x - w;
4 end

Algorytm 1: Schemat Hornera obliczania warto$ci wielomianu.

Zrodlo w pliku wéa.c:

#include <stdio.h>
const int N=100;

int main ()

{
double a[N],x,w;
FILE #fIN ;

int i,n;

/% wezytanie z pliku w4Dane. dat wspolczynnikow wielomianu x/

fIN = fopen("w4Dane.dat","r");

if ( {IN=NULL )

{
printf ("ERROR: _nie_udalo_sie_otwarcie_pliku_!?\n");
return —1;

}

fscanf (fIN ,"%i",&n);

for( i=0 ; i<=mn ; i=i+1)

{

}
fclose (fIN);

/+ Sprawdzenie co zostalo wczytane: x/
printf("n: _%i\n" ,n);
for( i=0 ; i<=m ; i=i+1)

{
}

/* wezytanie z klawiatury z x/
printf("\nx:_");
scanf ("%lf",&x);

/* obliczenie wartosci wielomianu */

fscant (fIN ,"%lf" &ali]);

printf("%10.21f\n" ,af[i]);

w = al0];
for( i=1 ; i<=n ; i=i+1)
{

w = a[i]+x*w;

/+* wyswietlenie obliczonej wartosci w %/
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printf("w:_.%10.21f\n" ,w);
return O0;
}
Dane: n,a9,a4,...,a,,2
Wynik: w = apz™ + a1+ ...+ a2t + a,
1 W < Qyp;
2 fori+— 1tondo
3 | p—1;
4 for j — 1 toido

//  tu obliczamy x
p—T- p;

end

W — W+ Ap—; * P

end

® N o O

Algorytm 2: Jak nie naleLzy oblicza¢ wartosci wielomianu !

Zrédlo w pliku wéb. c:

#include <stdio.h>

const int N=100;

int main ()

{

double a[N],x,w,p;
FILE %fIN;
int i,j,n;

wczytanie z pliku w{Dane.dat wspolczynnikow wielomianu */

fIN = fopen ("w4Dane.dat" ,"r");

if ( fIN——NULL )

{
printf ("ERROR: _nie_udalo_sie_otwarcie_pliku_!?\n");
return —1;

fscanf (fIN ,"%i" &n);
for( i=0 ; i<=m ; i=i+1)
{
fscanf (fIN ,"%l{" &ali]);

fclose (fIN);

Sprawdzenie co zostalo wczytane: */
printf("n: _%i\n" ,n);

for( i=0 ; i<=n ; i=i+1)

{
}

wezytanie z klawiatury z */
printf("\nx:_");
scanf ("%lf",&x);

obliczenie wartosci wielomianu */

printf("%10.21f\n" ja[i]);

w = a[n];
for( i=1 ; i<=m ; i=i+1)
{

p = 1.0;
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/* obliczenie x°i x/
for( j=1 ; j<=i ; j=j+1)
{

}

w = wip=*a[n—i|;

b = x*p;

/+x wyswietlenie obliczonej wartosci w %/
printf("w:_%10.21f\n" ,w);
return 0;

}

Testowanie: Dzialanie obu programéw zostato sprawdzone dla danych zapisanych w pliku
tekstowym w4Dane .dat (program i plik z danymi maja sie znajdowa¢ w tym samym katalogu):

3
0.5
-3.0
5.5
-3.0

Wiynik: ten sam dla obu programow

n: 3
0.50
-3.00
5.50
-3.00

x: 1.1

W 0.09

Mamy wiec dwa algorytmy Algorytm 1 oraz Algorytm 2 realizujace to samo zadanie, ktory
z nich zashuguje na tytul ,Mister Algorytmow Wyktadu 0477 Policzmy ile trzeba wykonaé
mnozen (jest to tzw. operacja dominujaca) liczb rzeczywistych typy double. Obliczamy, ze
nalezy odpowiednio wykona¢

filn) =n dla Algorytmu 1

fo(n) =n+ @ dla Algorytmu 2

mnozen liczb typu double aby otrzymaé ten sam wynik! Tak wiec z uwagi na mniejszg liczbe
operacji mnozenia ,Mister Algorytmow Wyktadu 05”7 zostal Algorytm 1.

Ztozonosé obliczeniowa (computational complexity) —nieustanny konkurs , Mister Algorytmdow”.

Pojecie ztozonosci obliczeniowej wprowadzit Hartmanis, J. & Stearns, R.E. w artykule [2] z
1965r. Byl to poczatek wspolczenej teoretycznej informatyki (za Fortnow, L. & Homer, S. [1]).

Na potrzeby wyktadu bedziemy oceniali ztozonos¢ obliczeniowa algorytmu wedtug liczby wykonan

wskazanej operacji dominujacej. W rozwazanych algorytmach obliczajacych wartosé¢ wielo-
mianu jest to ilo$¢ mnozen liczb typu double.

Definicja 1. (Notacja ,Wielkie O”)
Niech f,g: N — N. Mowimy, ze [ jest co najwyzej rzedu g, gdy

3c>03n0€an>noCf(n) S g(n)
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Co zapisujemy:

f(n) = O(g(n)).
Dla Algorytm 1 mamy f;(n) = O(n) a dla Algorytmu 2 fy(n) = O(n?).

Zadanie 5: Dla n,m € N wyznaczy¢ NWD(n, m).

Rozwiagzanie: (Algorytm Euklidesa) Niech n > m. Okreslamy ciagi liczb naturalnych:

N = N
mg = M
oraz dlai=0,1,2,...
n; = m; ki + T;
Nig1 = My
My = T4

Z wlasnosci r; > r;11 mamy, ze istnieje i, dla ktérego r; 1 = 0 oraz r;, # 0. Dowodyzi sie, ze
NWD(n,m) = r;,.

Pseudokod:

Dane: m,n
Wynik: p «— NWD(m,n)
1 while 0 < m do

2 D—m;
// obliczamy reszte z dzielenia n przez m i podstawiamy do m
3 m «— n mod m;
4 n < p;
5 end

Algorytm 3: Wyznaczenie NWD(m,n)
Schemat blokowy:

p o NWDO

m <—

n <«

n

Zrodlo w pliku nwd. c:
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/% NWD(m,n) x/
#include <stdio.h>

int main(int argc,char xargv(])

{

int p,n,m;
if( argcel=3 )

puts ("ERROR: _zla_ilosc_danych_!?7");
for (n=0 ; n<argc ; n=n+1)

{
}

return —1;

puts (argv[n]);

}
sscanf (argv[1],"%i",&m);
sscanf (argv[2],"%i",&n);
if( m<l || n<l)
{
puts ("ERROR: _zle _liczby _!7");
puts (argv [1]);
puts (argv [2]);
return —2;

}
printf ("NWD(%i,%1)=",m,n);
while (0<m)

{
p = mj
m = n%nm;
n=np;

printf("%i\n",p);
return O0;

}

Sprawdzenie dzialania:

05:28:56 chaos:~/0UT$ gcc -Wall nwd.c -o nwd
05:29:14 chaos:~/0UT$ ./nwd 48 90
NWD (48,90)=6

Zadanie 6: (techniczne) Z danego pliku dyskowego wezytaé liczby naturalne, po czym
e usungc liczby parzyste;

e wyznaczy¢ z pozostalych min, max;

e wyswietli¢ na ekranie w odwrotnym porzadku od wczytanego.

Rozwiazanie nie bedzie optymalne.

#include <stdlib .h>
#include <stdio.h>

const int N=1000;
int main(int argc,char xargv|[])

{
int p,q,i,n,L[N],Min,Max;
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o FILE *fIN ;

10

11 if (argc!=2)

12

13 puts ("ERROR: _Zla_ilosc _argumetow _!?7");
14 return —1;

15

16 fIN = fopen(argv[1l],"r");

17 if (f{IN=NULL)

18

19 printf ("ERROR: _\"%s\"_upss...!?" argv[1]);
20 return —2;

21 }

22 /% wczytujemy dane x/

23 fscanf (fIN ,"%i",&n);

24 for (i=0 ; i<n ; i=i+1)
25 {

26 fscanf (fIN ,"%i",&L[i]);
27

28 fclose (fIN);

20 /% wiadomo — sprawdzenie x/
30 puts ("Wczytano:");

31 for (i=0 ; i<n ; i=i+1)
32 {

33 printf ("%6i\n" ,L[i]);

34 }

35 /% zerujemy liczby parzyste i na wszelki wypadek ujemne x/

36 for (i=0 ; i<n ; i=i+1)

37 {

38 if (L[i]%2==0 || L[i]<0)
39

40 L[i] = 0;

41

42 }

43 /x kompresja tablicy x/

44 p = 0;

45 for (i=0 ; i<n ; i=i+1)
46 {

47 if (L[i]==0)

48 continue;

49 if (p<n)

50

51 L{p] = L[i];

52

53 p=Dp+L

54 }

55 if ( p==0)

56

57 puts ("ERROR: _Upss...!?7");
58 return -—2;

59 }

60 n = p;

61 /x zmieniamy kolejnosc x/
62 p =n/2;

63 for (i=0 ; i<p ; i=i+1)
64 {

65 q =L[i];

66 L[i] = L[n-i—-1];
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}

/* wynik operacji x/
puts ("\nWynik_dzialania:");
for (i=0 ; i<n ; i=i+1)

{
}

/* wyznaczenie min, maxr */
Max = Min = L[0];
for (i=1 ; i<n ; i=i+1)

printf ("%6i\n" ,L{i]);

if (L]i]<Min)
Min = L[i|];

}

if (Max<L[i])
Max = L[i];

}

/* wiadomo */
printf ("\nMin: _%61\nMax: _%6i\n\n" ,Min,Max);
return O0;
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