Biostatystyka (LABORATORIUM NR 2)

PRAWDOPODOBIENSTWO

1 Pobieranie prébek w R.

Sposoby pobierania prébek i symulacje sg bardzo wazne w analizie danych. Dlatego poswiecimy
troche uwagi generowaniu préob losowych przy uzyciu programu R oraz symulacja. Symulacja
jest poteznym narzedziem do obliczen wielkosci, ktore sg trudne do obliczenia w sposob anali-
tyczny. Metody pobierania préb, prawdopodobienstwo i statystyka ida w parze, a zrozumienie
sposobOw pobierania probek jest niezbedne dla poprawnej analizy danych o charakterze loso-
wym. Ponizej przedstawiamy kilka podstawowych sposobow pobierania prob w jezyku R.

1.1 Pobieranie préby bez zwracania

Najczesciej spotykanym w praktyce sposobem pobierania proby jest losowanie bez zwraca-
nia. W tam przypadku, po kazdym losowaniu element populacji nie moze zosta¢ wylosowany
ponownie.

x1 <- sample (1:6) #a random permutation
x2 <- sample (1:6) #and another

x3 <- sample (1:6) #and another

x1

[11 41365 2
x2

[11 643251
x3

[11 3516 24

Losujemy w ten sposéb ze zbioru wszystkich permutacje. Ten sposob losowania jes szeroko
stosowane w losowych testach permutacyjnych na przyktad, gdy ktos$ chce poréwnac leczenie z
grupa kontrolna. W tym przypadku konstruowana jest statystyka testowa (np. réznica srednch
w dwéch poréwnywanych grupach).



1.2 Pobieranie probek ze zwracaniem

Ten sposéb wybierana préby jest wygodny z punktu widzenia teoretycznego gdyz za kazdym
razem wybieramy elementy do proby z tym samym prawdopodobienstwem. W takim przypad-
ku po kazdym losowaniu element wybrany do préby jest moze by¢ wylosowany ponownie.

x1 <- sample (1:6,10,replace=TRUE) #sampling with replacement
x2 <- sample (1:6,10,replace=TRUE) #again

x3 <- sample (1:6,10,replace=TRUE) #and again

x1

[1] 6132216344
x2

[1] 15211325286
x3

[1] 2332123413

Po wybraniu proby mozemy obliczy¢ typowe wielkosci, ktére pozwalajg scharakteryzowac po-
pulacje z ktorej dokonywaliSmy probkowania.

sum (x1 == 3)

(1] 2

max (x1)

(1] &

1.3 Rozklad zmiennej losowej

Przed przeprowadzeniem eksperymentu nie wiemy doktadnie, jaki bedzie jego wynik, ale zwy-
kle znamy wszystkie mozliwe wyniki. Na przyktad, dla konkretnej osoby z rakiem ptuc nie
wiemy, czy przezyje ona kolejne pie¢ lat. Wiemy jednak, ze za pie¢ lat albo beda martwy,
oznaczmy to zdarzenie przez (0), albo bedzie zywy, co oznaczymy przez (1). Rozktad ta-
kiej zmiennej losowej jest caltkowicie scharakteryzowany. Jedli wiemy, ze prawdopodobienstwo
bycia martwym jest réwne pg to prawdopodobienstwo bycia zywym po pigciu latach jest row-
ne p; = 1 — po. Dla zmiennych dyskretnych istnieje tylko skonczona lub przeliczalna liczba
mozliwych wynikéw, a rozkiad jest catkowicie okreslony, jesli prawdopodobienstwo kazdego
mozliwego wyniku eksperymentu jest znany. Funkcja rozktadu prawdopodobienstwa zmiennej
losowej dyskretnej X jest funkcja, ktéra okresla prawdopodobienstwo, tego ze X przyjmuje
okreslona ustalonag wartosé. Jesli KC jest zbiorem wszystkich mozliwe wynikéw, ktore moze
przyjmowaé zmienna losowa X, to funkcja rozktadu prawdopodobienstwa zmiennej losowej X
jest okreslona jako pp = P(X = k), dla kazdego k € K. Funkcja rozktadu prawdopodobien-
stwa p musi spetnia¢ nastepujace warunki:

1. pr 2 0, dla kazdego k € K.

2. Y ke e =1,



W powyzszej suma uwzgledniamy wszystkie mozliwe wartosci wyniku eksperymentu. Wpro-
wadzimy notacje, przy uzyciu ktérej w miare formalnie przedstawimy pojecie prawdopodo-
bienstwa, przy pomocy ktorego opisujemy i analizujemy zjawiska losowe.
Zilustrujmy zagadnienie funkcji rozktadu prawdopodobienstwa dyskretnej zmiennej losowej
na przyktadzie zmienneej losowej o rozktadzie Bernoulliego. Zmienna losowa Bernoulliego jest
wynikiem eksperymentu, ktory moze da¢ w wyniku sukces, oznaczony jako 1 lub niepowodze-
nie, oznaczony jako 0. Istnieje wiele takich eksperymentow. Przyktadami oprocz kalsycznego w
rachunku prawdopodobienstwa rzutu monetsg dajacego w wyniku wyrzucenie orta lub reszki,
rowniez zdiagnozowanie u badanej osoby zmaina nowotworowych lub ich brak, przezycie pie-
ciu lat po zdiagnozowaniu raka ptuc lub $émie¢ w tym okresie, brak powiktan popoperacyjnych
po wykonaniu interwencji chirurgicznej lub wystapienie powiktan itp.zmart i nie umart po
pieciu latach, Niech zmienna losowa X opisuje wynikiem rzutu moneta, gdzie X = 0 oznacza
reszke, a X = loznacza orta. Jedli moneta jest symetryczna, to rozktad tej zmiennej losowej
ma postac:

po=P(X=0)=0,5 orazp, =P(X=1)=0,5.

Bardziej zwarty sposob zapisanie tego rozktadu moze mieé¢ postac:
pe = 0,520,51 — xzdlax = 0, 1.

Zaloézmy teraz, ze zmienna losowa X opisuje czy dana osoba z rakiem ptuc umrze w przeciagu
najblizszych pie¢ lat czy tez przezyje. Rozklad tej zmiennej losowej ma postac:

po=PX=0)=60 orazpy=P(X=1)=1-90,

gdzie 6 oznacza prawdopodobienstwo Smierci w przeciagu pieciu lat. W bardziej zwarty sposob
mozemy zapisaé te rozktadu w nastepujacej formie: Zwykle nie znamy wrtosci parametru 6 i
jednym z zagadnien biostatystyki jest oszacowanie wartosci tego parametru dla badanej popu-
lacji pacjentéw na podstawie proby losowej. W programie R w prost sposéb mozemy generowac
wartos$ci zmiennej losowej orozktadzie Bernoulliego. Ponizej pokazujemy jak

(1) wygenerowa¢ 21 niezaleznych prébek z rozkladzu Bernoulliego z prawdopodobienstwem
sukcesu 0,5, czyli 21 niezaleznych rzutéow symetryczna moneta.

(2) wygenerowa¢ 21 niezaleznych probek z rozktadu Bernoulliego z prawdopodobienstwami
sukcesu: 0,00, 0,05, 0,10, 0,15,..., 0,95, 1,00.

x1<-rbinom(21,1,0.5)
Xx2<-rbinom(21,1,seq(0,1,length=21))
x1

(11 001101100011101000100

x1
[11 001101100011101000100
x2
[1J 000000001001 0111110011

Zauwazmy, ze te dwa wektory sa rézne i odzwierciedlajg rézne mechanizmy rzucania moneta.
Pierwszy wektor jest bardziej chaotyczny pod wzgledem zmian od 0 do 1, podczas gdy drugi



wektor ma na poczatku wiecej zer i mniej zera pod koniec. Dzieje sie tak, poniewaz prawdopo-
dobienstwo sukcesu dla 5 sg znacznie wyzsze pod koniec wektora niz na poczatku. Oczywiscie
w praktyce nie wiedzieliby$my nic o prawdopodobienstwie sukcesu lub niepowodzenia, zoba-
czymy tylko wynik eksperymentu. Pytanie brzmi, czego dane mogtyby zasugerowa¢ nam, czego
powinnis$my sie spodziewaé¢ w przysztosci. Aby to stwierdzi¢ musimy ponownie przeprowadzi¢
oba eksperymenty tym razem w nastepujacy sposob:

x1<-rbinom(21,1,0.5)
Xx2<-rbinom(21,1,seq(0,1,length=21))
x1

(1] 1100010111111 10110001
X2

(1] 0o0O0O010000110011111111

1.4 Zmienna losowe o rozkladzie Poissona.

Zmienna losowa Poissona jest wynikiem eksperymentu przyjmujacego wartosci ze zbioru prze-
liczalnego

K=1{0,1,2 ..}
z prawdopodobienstwami okreslonymi jako:
AF —A
P(X =k) = eX}S() edzic k=0, 1,2, ...

oraz A jest parametrem okeslajacym warto$¢ oczekiwang zmiennej losowej X. Istnieje wiele
eksperymentéw, ktore wyniki mozna opisaé¢ zmienna losowa o rozktadzie Poissona, w tym liczby
pacjentow przybywajacych do kliniki danego dnia, liczba patogenow przenoszonych przez wode
w probee wody lub liczba miejsc crosin-over. W prosty sposéb mozemy wysymulowaé¢ probe z
rozktgdu Poissona. Zatézmy, ze chcemy wygenerowac zgodnie z rozktadem Poissona niezaleznie
dwa okresy po 15 dni ze Srednig liczba pacjentéw na dzien = 20.

rpois(15,20)

(1] 18 24 17 15 14 20 11 17 27 17 14 19 17 21 26
rpois(15,20)

[1] 20 17 22 17 18 16 17 19 19 21 20 15 26 19 24

Rozwazmy zmienna losowa X, ktéra ma rozktad Poissona(\). Zwykle jest to oznzczane jako
X ~ Poisson(\). Ponizszy rysunek pokazuje funkcje rozktadu prawdopodobienistwa zmiennej
losowej Poissona(\) gdzie A = 20.
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Rysunek ten wygenerowaliSmy korzystajac z nastepujacego zestawu instrukeji programu R.

x=1:100

lambda=20

plot(x,dpois(x,lambda),type="p",pch=19,col="blue",1lwd=3,
xlab="Number of patients",ylab="Probability",cex.lab=1.3,
cex.axis=1.3,col.axis="blue",ylim=c(0,0.1))

Oczywiscie w praktyce nie wiemy, ze liczba pacjentow w danym dniu jest zgodny z rozkltadem
Poissona(20) lub dowolnym innym rozktadem. Znamy tylko dane, liczbe pacjentéw w ciagu
wielu dni. Dlatego sensowne jest uzycie danych i na ich podstawie sprébowaé¢ wywnioskowaé
mechanizm, ktéry generuje liczba pacjentéw dziennie. Aby zobaczy¢, jak to dziata, przeprowa-
dzimy symulacje liczby pacjentéw w ciggu kolejnych 1000 dni (okoto 3 lat danych) zgodnie z
rozkadem Poissona(20), a nastepnie po prostu wykreslmy czestotliwo$é odwiedzin okreslonej
liczby pacjentow. Na przyktad dla liczby odwiedzin 20 obliczymy, ile byto dni, w kt6érych miato
miejsce doktadnie 20 wizyt, a nastepnie podzielmy ta liczbe przez 1000. W ten spos6b mozemy
zrekonstruowaé funkcje prawdopodobienstwa na podstawie zaobserwowanych danych.

y<-rpois(1000,20) #simulate 1000 independent Poisson(20)
py=rep(0,100) #storage vector of Poisson probabilities
for (i in 1:length(py)) #for every possible outcome between 1 and 100

{py[i]l <-mean(y==1)} #calculate the frequency of observing i subjects



Funkcja table pozwala nam wylicz¢ liczbe wystapienia poszcezegdélnych wartosci zmiennej y.

tab = table(y)
tab

y
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

2 1 3 11 20 37 45 50 55 101 96 81 102 83 66 66 64 34
26 27 28 29 30 31 32 33 34 36 37
19 21 19 8 4 4 2 2 2 1 1

Podczas gdy funkcja prop.table pozwala wyliczy¢ frakcje poszczegdlnych wartodci w wyge-
nerowanej tablicy.

prop.table(tab)

y
8 9 10 11 12 13 14 15 16 17 18 19

0.002 0.001 0.003 0.011 0.020 0.037 0.045 0.050 0.055 0.101 0.096 0.081
20 21 22 23 24 25 26 27 28 29 30 31

0.102 0.083 0.066 0.066 0.064 0.034 0.019 0.021 0.019 0.008 0.004 0.004
32 33 34 36 37

0.002 0.002 0.002 0.001 0.001

Teraz mozemy wygenerowaé¢ wartosci funkcji prawdopodobienstwa rozktadu Poissona(20).

x=1:100 #Set the z-axis, where the Poisson pdf is evaluated
lambda=20 #Set the Poisson success rate

Natepnie sporzadzi¢ wykres empirycznego rozktadu wraz z naniesionym rozktadem Poissona(20).
Otrzymujemy nastepujacy wykres

Jesli, co jest bardziej naturalne, przypuszczamy, ze mamy do czynienia z rozktadem Poissona
ale nie znamy wartosci parametry A mozemy postapi¢ w nastepujacy sposob. Najpierw wyesty-
mowac, na podstwaie danych, warto$¢ tego parametru, a nastepnie wykresli¢ funkcje rozktadu
prawdopodobienstwa Poissona z parametrem A rowng wyestymowanej wartoéci. W przypadku
rozktadu Poissona parametr A jest rowny wartosci oczekiwanej wiec mozemy wyestymowac
warto$¢ lamda przy pomocy sredniej probkowej z wygenerowanej proby.

mean (y)

[1] 20.013

Teraz mozemy wygenerowaé wykres empirycznego rozktadu wraz z rozktadem Poissona z
westymowana watoscig parametru A = 20, 013.



plot(x,dpois(x,lambda)},type="p" ,pch=19,col="blue",1wd=3,
xlab="Number of patients",ylab="Probability",cex.lab=1.3,
cex.axis=1.3,col.axis="blue",ylim=c(0,0.1))

lines(1:100,py,col="red",1lwd=3) #here, lwd conirols the thickness
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Krzysztof Topolski
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