
Statystyka

Lista 1

Zadanie 1.

Wygeneruj n obserwacji z rozk ladu N(θ, σ2).

(a) n = 50, θ = 1, σ = 1,

(b) n = 50, θ = 4, σ = 1,

(c) n = 50, θ = 1, σ = 2.

Na tej podstawie oblicz wartość estymatora parametru θ postaci

(i) θ̂1 = X = (1/n)
∑n

i=1Xi,

(ii) θ̂2 = Me{X1, . . . , Xn},
(iii) θ̂3 =

∑n
i=1wiXi,

∑n
i=1wi = 1, 0 ≤ wi ≤ 1, i = 1, . . . , n, z w lasnym wyborem wag,

(iv) θ̂4 =
∑n

i=1wiXi:n, gdzie X1:n ≤ · · · ≤ Xn:n sa̧ uporza̧dkowanymi obserwacjami X1, . . . , Xn,

wi = ϕ
(

Φ−1(
i− 1

n
)
)
− ϕ

(
Φ−1(

i

n
)
)
,

przy czym ϕ jest gȩstościa̧, a Φ dystrybuanta̧ standardowego rozk ladu normalnego N(0, 1).

Doświadczenie powtórz 10 000 razy. Na tej podstawie oszacuj wariancjȩ, b la̧d średniokwadratowy

oraz obcia̧żenie każdego z estymatorów. Przedyskutuj uzyskane wyniki.

Zadanie 2.

Omów komendȩ set.seed(1) oraz jej potencjalne zastosowania.

Zadanie 3.

Omów konieczność numerycznego wyznaczania estymatorów najwiȩkszej wiarogodności na przyk ladzie

estymacji parametru przesuniȩcia w rozk ladzie logistycznym (przyk lad 6.1.4, str. 315, Hogg i inni,

2005).

Zadanie 4.

Omów wybrana̧ metodȩ numeryczna̧ pozwalaja̧ca̧ na wyznaczenie estymatora najwiȩkszej wiaro-

godności (patrz, np., str. 329, Hogg i inni, 2005).

Zadanie 5.

Wygeneruj n obserwacji z rozk ladu logistycznego L(θ, σ) z parametrem przesuniȩcia θ i skali σ.

(a) n = 50, θ = 1, σ = 1,

(b) n = 50, θ = 4, σ = 1,

(c) n = 50, θ = 1, σ = 2.

Oszacuj wartość estymatora najwiȩkszej wiarogodności parametru θ na podstawie wygenerowanej

próby. Przedyskutuj wybór punktu pocza̧tkowego oraz liczbȩ kroków w algorytmie.

Doświadczenie powtórz 10 000 razy. Na tej podstawie oszacuj wariancjȩ, b la̧d średniokwadratowy

oraz obcia̧żenie estymatora. Przedyskutuj uzyskane wyniki.
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Zadanie 6.

Wygeneruj n obserwacji z rozk ladu Cauchy’ego C(θ, σ) z parametrem przesuniȩcia θ i skali σ.

(a) n = 50, θ = 1, σ = 1,

(b) n = 50, θ = 4, σ = 1,

(c) n = 50, θ = 1, σ = 2.

Oszacuj wartość estymatora najwiȩkszej wiarogodności parametru θ na podstawie wygenerowanej

próby. Przedyskutuj wybór punktu pocza̧tkowego oraz liczbȩ kroków w algorytmie.

Doświadczenie powtórz 10 000 razy. Na tej podstawie oszacuj wariancjȩ, b la̧d średniokwadratowy

oraz obcia̧żenie estymatora. Przedyskutuj uzyskane wyniki.

Zadanie 7.

Powtórz eksperyment numeryczny z zadań 1, 5 oraz 6 dla n = 20 i n = 100. Przedyskutuj uzyskane

rezultaty w nawia̧zaniu do wcześniejszych wyników.
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