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Metoda momentow

Definicja.

Estymatorem punktowym nazywamy dowolna funkcje, ktora
zalezy jedynie od proby losowej X1, Xa, ..., X,.
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Metoda momentow

Definicja.

Estymatorem punktowym nazywamy dowolna funkcje, ktora
zalezy jedynie od préby losowej X1, X, ..., X;.

Uwaga 1.

Przy tak przyjetej definicji kazda statystyka jest estymatorem.
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Nalezy odrézni¢ estymator od wartosci estymatora.

Jesli Xq, Xa, ..., X, jest proba losowa, a x1, X2, ..., X, jest realizacja
préby losowej to W(X1, Xz, ..., X,) jest estymatorem, a
W (x1, x2, ..., Xn) jest wartoscig estymatora.
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Metody wyznaczania estymatoréw.

Przeglad metod wyznaczania estymatoréw zaczniemy od metody
momentoéw. Przy konstrukcji estymatoréw mozemy skorzystac z
dobrze znanych estymatoréw. Jednym z nich jest $rednia prébkowa

1 n
- Xi7

ktéra jest dobrym estymatorem wartosci oczekiwanej EX; zmiennej
losowej Xi.
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Metody wyznaczania estymatoréw.

Przeglad metod wyznaczania estymatoréw zaczniemy od metody
momentoéw. Przy konstrukcji estymatoréw mozemy skorzystac z
dobrze znanych estymatoréw. Jednym z nich jest $rednia prébkowa

1 n
IR
i=1
ktéra jest dobrym estymatorem wartosci oczekiwanej EX; zmiennej
losowej Xi.
Podobnie

1 n
; ZXiza
i=1

jest dobrym estymatorem momentu rzedu dwa, EX12, zmiennej
losowej Xi.
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Metody wyznaczania estymatoréw.

Ogolnie dla dowolnego k = 1,2, ...
1 i
=D Xt

i=1

jest dobrym estymatorem momentu rzedu k, EX{, zmiennej
losowej Xi.
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Metody wyznaczania estymatoréw.

Ogolnie dla dowolnego k = 1,2, ...
1 i
=D Xt
i=1
jest dobrym estymatorem momentu rzedu k, EX{, zmiennej

losowej Xi.

Ta obserwacja jest punktem wyjscia nastepujacej konstrukcji.
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Metoda momentéw wyznaczania estymatoréw.

Niech X1, X3, ..., X, bedzie préba losowa z populacji o rozktadzie z
gestoscia f(x|01,02, ..., 0k).

Moment Estymator momentu
p1 = EXy my = %Z?:l Xi

H2 = EX12 m2 = %27:1 Xi2

pk = EXf mic = 5 2 XK

Krzysztof Topolski Estymacja parametréw



Metoda momentow

Zwykle momenty pi; s3 funkcjami parametréw 61, ..., 0 i wtedy

,U,j = gj(91, ...,(9/().

Estymator (él, v GAk) wektora parametréw (61, ..., 0x) wyznaczony
metoda momentéw powstaje jako rozwigzanie uktadu réwnan

my = gi(b1,....0k) =
my = g(b1,....0k) = p2
my = gk(ela”wak) = Kk

wzgledem 61, ..., 0.
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Przykfad 1. (Rozkfad normalny)

Rozpatrzmy prébe losowa (X1, Xo, ..., X,,) z rozktadu normalnego
N(u,02) o nieznanej wartoéci oczekiwanej y i nieznanej wariancji
o2. W przyjetej notacji szukamy estymatora wektora parametréw
modelu (61, 602) = (i, 72).
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Przykfad 1. (Rozkfad normalny)

Rozpatrzmy prébe losowa (X3, X2, ..., X,) z rozktadu normalnego
N(u,02) o nieznanej wartoéci oczekiwanej 1 i nieznanej wariancji
o2. W przyjetej notacji szukamy estymatora wektora parametréw
modelu (61, 602) = (u, o2).

Uktad réwnan

pr = gi(61,62) = g1y, 0%) = p

p2 = g2(b1,02) = g2(p,0°) = pi® + 0°
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Przyktad 1, cd.

Stad otrzymujemy réwnosci
1 n
,E :Xi = pu
n-
i=1

1 n
IS = e
i=1
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Przyktad 1, cd.

Rozwiazujac ten ukfad ze wzgledu na i o2, otrzymujemy [i
estymator wartoéci oczekiwanej y oraz o2 estymator wariancji o2,
wyznaczone metoda momentoéw.

1 n
po= ;in
i=1

1 < 1 U
i, R 2 _ | = :
02 = nz;x, n;x,
lub w zwartej postaci
o _ 1< _
02 = fo2 (X)? z;' (Xi — X)?
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Przyktad 2.

Rozpatrzmy prébe losowa (X1, X2, ..., X,,) z rozktadu bernoulliego
b(k, p) o gestosci postaci

. k i —F .
P(Xi=1il|k,p)= <i>p(1—p)k , i=0,1,... k.

Zaktadamy, ze zaréwno k jak i p s3 nieznane.
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Przyktad 2.

Rozpatrzmy prébe losowa (X1, X2, ..., X,,) z rozktadu bernoulliego
b(k, p) o gestosci postaci

. k i —f .
P(Xi=1il|k,p)= <i>p(1—p)k , i=0,1,... k.

Zaktadamy, ze zaréwno k jak i p s3 nieznane.

W przyjetej w opisie metody momentdéw notacji szukamy
estymatora wektora parametréw modelu (01, 62) = (k, p).

W tym przypadku odpowiedni ukfad réwnan ma posté:

pr = gi(01,62) = gi(k,p) = kp

p2 = &(01,02) = ga(k, p) = kp(1 — p) + k* p*
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Przyktad 2 cd.

Otrzymujemy stad réwnosci
1 n
*E X,' = kp
n-<
i=1

1 n
S XE = kp(l—p)+ K2 p?
i=1
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Przyktad 2 cd.

Otrzymujemy stad réwnosci

1 n

1% — ko

n-<
i=1

1 n

S XE = kp(l—p)+ K2 p?
i=1

Rozwiazujac ten ukfad ze wzgledu na k i p otrzymujemy k,
estymator k, oraz p, estymator p, wyznaczone metodg momentow.

(l 2ois 1X')2
IZ/ 1( %Z;’:lxi)z

2l
n 2iz1 Xi

:\H S

o))
I
»>n 5
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Przyktad 2 cd.

. . 1 n 3 . . ,
Korzystajac z oznaczenia - > 7 ; Xi = X mozna zapisal

otrzymane estymatory bardziej zwartej postaci

. (X)?

k ~ o 2
X*% 7:1 (Xi*X)

X

P k
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Przyktad 2 cd.

Korzystajac z oznaczenia %27:1 X; = X mozna zapisa¢
otrzymane estymatory bardziej zwartej postaci

- (X)?

. X
P p

Zdecydowanie nie s3 to najlepsze estymatory gdyz na ich podstawie
mozemy otrzymaé ujemne wartosci jako oszacowanie k i p co jest

niemozliwe gdyz z definicji oba te parametry s3 liczbami dodatnimi.
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Metoda podstawiania czestosci

Za oszacowanie nieznanych prawdopodobienstw pojawiania sie
zdarzen przyjmujemy czestosci ich wystapienia w prdbie losowe;.
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Metoda podstawiania czestosci

Za oszacowanie nieznanych prawdopodobienstw pojawiania sie
zdarzen przyjmujemy czestosci ich wystapienia w prdbie losowe;.

Przyktad 3.

Zatézmy, ze n obiektéw wybranych w sposéb niezalezny
klasyfikujemy (ze wzgledu na wybrana ceche) do k roztacznych
klas. Niech
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Metoda podstawiania czestosci

Za oszacowanie nieznanych prawdopodobienstw pojawiania sie
zdarzen przyjmujemy czestosci ich wystapienia w prdbie losowe;.
Przyktad 3.

Zatézmy, ze n obiektéw wybranych w sposéb niezalezny
klasyfikujemy (ze wzgledu na wybrana ceche) do k roztacznych
klas. Niech

@ N;, oznacza liczbe obiektéw w i-tej klasie,

@ pj, oznacza prawdopodobienstwo nalezenia do i—tej klasy.
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Przyktad 3, cd.

Wektor obserwacji (N1, N, ..., Nx) ma rozktad wielomianowy
M(x| n, p1, p2, ..., Pi) © gestosci

K
n! .
P(Ny=ni,No=nz, ... Ne = ny) = ——— | | P,

k
[Ty ni! i=1

gdzie fozl n; = n, oraz Zf'(:l pi = 1.
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Przyktad 3 cd.

W tej sytuacji naturalnym oszacowaniem wektora nieznanych
prawdopodobienstw

(p17 P2, - pk)

jest zastapienie ich przez obserwowane czestosci
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Przyktad 3 cd.

W tej sytuacji naturalnym oszacowaniem wektora nieznanych
prawdopodobienstw

(p17 P2, - pk)

jest zastapienie ich przez obserwowane czestosci

PO . A Ni
(p17 p2, ..., Pk) =\ 7 s — |-
n n n

Krzysztof Topolski Estymacja parametréw



