
10. Optymalizacja i reguªa de l'Hospitala

Szanowni Pa«stwo. Poni»ej znajduj¡ si¦ informacje dotycz¡ce schematu optymalizacji
oraz zastosowania reguªy de l'Hospitala.

1. Wst¦p do optymalizacji. Optymalizacja polega na znalezieniu takich warto±ci argu-
mentów, aby funkcja, która od nich zale»y, osi¡gn¦ªa optymaln¡ (najwi¦ksz¡ lub najmniejsz¡)
warto±¢.

U nas na szcz¦±cie funkcja b¦dzie zale»e¢ tylko od jednej zmiennej (tzn. b¦dzie mie¢ tylko
jeden argument) i b¦dziemy si¦ stara¢ znale¹¢ jej warto±¢ maksymaln¡ (w skrócie �max.�) i
jej warto±¢ minimaln¡ (w skrócie �min.�) oraz te argumenty (czyli warto±ci zmiennej), dla
których te optymalne (ekstremalne) warto±ci funkcji s¡ osi¡gane.

Wa»ne jest to, »e ten nasz �prosty� przypadek z jedn¡ zmienn¡ pozwala na zdobycie intu-
icji, która b¦dzie potrzebna do zrozumienia procesu optymalizacji funkcji wielu zmiennych.
Taki proces optymalizacji z wieloma zmiennymi zostanie wyja±niony na zaj¦ciach z Analizy
3 i od lat pojawia si¦ (czasami) jako jedno z zada« na naszym egzaminie licencjackim.

2. Przykªad optymalizacji. Rozwa»my nast¦puj¡ce

Zadanie. Niech

f(x) =
x

x2 + x+ 1

dla x ∈ R. Znajd¹ najwi¦ksz¡ i najmniejsz¡ warto±¢ funkcji f oraz miejsca, gdzie te warto±ci

s¡ osi¡gane.

Rozwi¡zanie. Rozwi¡zanie tego zadania polega na zastosowaniu tzw. algorytmu opty-

malizacji. W tym przypadku wygl¡da on nast¦puj¡co:

a) Sprawdzamy dziedzin¦ zadanej funkcji.

W tym zadaniu upewniamy si¦ wi¦c, »e dziedzin¡ powy»szej funkcji f jest przedziaª
(−∞,+∞).

b) Obliczamy pochodn¡ zadanej funkcji.

W tym zadaniu obliczamy wi¦c, »e

f ′(x) =

(
x

x2 + x+ 1

)′
=

x2 + x+ 1− x(2x+ 1)

(x2 + x+ 1)2
=

−x2 + 1

(x2 + x+ 1)2
.

c) Znajdujemy tzw. punkty krytytyczne, czyli te warto±ci zmiennej x, dla których f ′(x) =
0, b¡d¹ f ′(x) nie istnieje.

W tym zadaniu widzimy, »e f ′(x) istnieje dla wszystkich x ∈ R oraz, »e

f ′(x) = 0 ⇐⇒ −x2 + 1

(x2 + x+ 1)2
= 0 ⇐⇒ x = ±1,

czyli jedyne punkty krytyczne to x = ±1.
d) Badamy zachowanie funkcji w punktach krytycznych i na skraju dziedziny. W punk-

tach krytycznych nale»¡cych do dziedziny obliczamy warto±¢ funkcji, a na skraju dziedziny
obliczamy warto±¢ funkcji, lub jej granic¦.

W tym zadaniu skraj dziedziny to±∞ i tam musimy policzy¢ granic¦ funkcji f . Natomiast
w punktach krytycznych x = ±1 ªatwo jest obliczy¢ warto±¢ funkcji f . Wida¢ wi¦c, »e
wyglada to tak:
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lim
x→−∞

f(x) = lim
x→−∞

x

x2 + x+ 1
= 0,

f(−1) = −1
1 +−1 + 1

= −1,

f(1) =
1

1 + 1 + 1
=

1

3
,

lim
x→∞

f(x) = lim
x→∞

x

x2 + x+ 1
= 0.

e) Spo±ród wy»ej znalezionych warto±ci wybieramy najwi¦ksz¡ i najmniejsz¡. Patrzymy,
gdzie te ekstremalne warto±ci s¡ osi¡gane i piszemy odpowied¹:

�f przyjmuje max. ... w punkcie ..., f przyjmuje min. ... w punkcie ...�.

W tym zadaniu wygl¡da to tak:
�f przyjmuje max. 1

3 w punkcie x = 1, f przyjmuje min. −1 w punkcie x = −1�,
co ko«czy Rozwi¡zanie tego Zadania.

f) W razie kªopotów z porównaniem warto±ci funkcji (lub granic) obliczonych w punkcie
d) nale»y zastosowa¢ pogª¦bion¡ analiz¦ w oparciu o zbadanie znaku f ′.

Uwaga: Po rozwi¡zaniu tego zadania uzyskujemy dla x ∈ R optymalne oszacowanie

−1 ≤ x

x2 + x+ 1
≤ 1

3

pozwalaj¡ce uzyska¢ optymalne oszacowanie∣∣∣∣ x

x2 + x+ 1

∣∣∣∣ ≤ 1.

Wida¢ wi¦c, »e dowolne oszacowania funkcji f typu C ≤ f(x) ≤ D, albo |f(x)| ≤ M mo»na
uzyska¢ znajduj¡c minimum i maksimum funkcji f .

3. Algorytm optymalizacji. W ogólnym przypadku optymalizacja wygl¡da nast¦pu-
j¡co.

Mamy dan¡ funkcj¦ f . Jej dziedzina mo»e by¢ sztucznie zaw¦»ona i wówczas musi by¢
podana. W uproszczeniu mo»emy my±le¢, »e t¡ dziedzin¡ jest przedziaª (mo»e to te» by¢
suma przedziaªów). Aby znale¹¢ najwi¦ksz¡ i najmniejsz¡ warto±¢ funkcji f wykonujemy
nast¦puj¡ce kroki.

a) Sprawdzamy dziedzin¦ zadanej funkcji. To znaczy upewniamy si¦, »e podana dziedzina
jest prawidªowa i staramy si¦ stwierdzi¢, jakie s¡ kra«ce tej dziedziny.

b) Obliczamy pochodn¡ zadanej funkcji.

c) Znajdujemy punkty krytytyczne, czyli te warto±ci zmiennej x, dla których f ′(x) = 0,
b¡d¹ f ′(x) nie istnieje.

d) Badamy zachowanie funkcji w punktach krytycznych i na skraju dziedziny. W punktach
krytycznych obliczamy warto±¢ funkcji f , a na skraju dziedziny obliczamy warto±¢ funkcji,
lub jej granic¦.

Uwaga: W tym kroku bierzemy tylko te punkty krytyczne, które nale»¡ do dziedziny
funkcji f .

e) Spo±ród wy»ej znalezionych warto±ci wybieramy najwi¦ksz¡ i najmniejsz¡. Patrzymy,
gdzie te ekstremalne warto±ci s¡ osi¡gane i piszemy odpowied¹:

�f przyjmuje max. ... w punkcie ..., f przyjmuje min. ... w punkcie ...�.
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albo
�f ma max. ... w punkcie ..., f ma min. ... w punkcie ...�.
albo
�f(...) = ... - max., f(...) = ... - min. �.

f) W razie kªopotów z porównaniem warto±ci funkcji (lub granic) obliczonych w punkcie
d) nale»y zastosowa¢ pogª¦bion¡ analiz¦ w oparciu o zbadanie znaku f ′.

Przykªad. Postarajmy si¦ zoptymalizowa¢ funkcj¦

f(x) = xln(x2)

dla x ∈ [−1, 1
3 ].

a) Po sprawdzeniu dziedziny wida¢, »e jest maªy problem. W punkcie x = 0 funkcja nie
jest okre±lona. Dlatego powinni±my wyª¡czy¢ ten punkt z dziedziny i uzna¢, »e dziedzin¡
optymalizowanej funkcji jest [−1, 0) ∪ (0, 1

3 ]. Dzi¦ki temu kra«cami tej dziedziny s¡ punkty
−1, 0, 1

3 .

b) Obliczamy pochodn¡ danej funkcji.

f ′(x) =
(
xln(x2)

)′
= ln(x2) + x · 2

x
= ln(x2) + 2

c) Znajdujemy punkty krytytyczne.
Wida¢, »e f ′(x) nie istnieje dla x = 0 czyli w punkcie, który wyª¡czyli±my z dziedziny.
Równanie

f ′(x) = 0

rozwi¡zujemy nast¦puj¡co:

ln(x2) + 2 = 0 ⇐⇒ ln(x2) = −2 ⇐⇒ x2 = e−2 ⇐⇒ x = ±1

e
.

d) Badamy zachowanie funkcji w punktach krytycznych i na skraju dziedziny.
Znalezione punkty krytyczne, które nale»¡ do dziedziny to x = − 1

e . Punkt x = 1
e

musimy odrzuci¢, bo 1
e > 1

3 .
Punkty na skraju dziedziny to −1, 0, 1

3 (prosz¦ zauwa»y¢, »e wcze±niej odrzucony punkt
x = 0 i tak wraca do naszych rozwa»a«).

W punktach krytycznych (x = − 1
e ) obliczamy warto±¢ funkcji f , a na skraju dziedziny

(x = −1, 0, 1
3 ) obliczamy warto±¢ funkcji, lub jej granic¦.

f(−1) = −1 · ln(1) = 0

f

(
−1

e

)
= −1

e
ln
(

1

e2

)
=

2

e

lim
x→0

f(x) = lim
x→0

xln(x2) = lim
x→0

ln(x2)
1
x

=

[
−∞
±∞

]
H
= lim

x→0

2
x

− 1
x2

= lim
x→0

(−2x) = 0.

f

(
1

3

)
=

1

3
ln
(

1

32

)
= −2

3
ln(3)

e) Spo±ród wy»ej znalezionych warto±ci wybieramy najwi¦ksz¡ i najmniejsz¡. Poniewa»

−2

3
ln(3) < 0 <

2

e
,

to sprawa jest jasna. Patrzymy, gdzie te ekstremalne warto±ci s¡ osi¡gane i piszemy odpowied¹:

�f przyjmuje max. 2
e w punkcie − 1

e , f przyjmuje min. − 2
3 ln(3) w punkcie 1

3 �,
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albo

�f ma max. 2
e w punkcie − 1

e , f ma min. − 2
3 ln(3) w punkcie 1

3 �,

albo

�f(− 1
e ) =

2
e - max., f( 13 ) = −

2
3 ln(3) - min. �.

Jak wida¢ w tym przykªadzie nie byªo problemu z porównaniem uzyskanych warto±ci.
Aby zobaczy¢ jak sobie radzi¢ z takim problemem popatrzmy na kolejny

Przykªad. Postarajmy si¦ zoptymalizowa¢ t¡ sam¡ funkcj¦

f(x) = xln(x2)

ale dla x ∈ [ 13 , 1].
Oczywi±cie mo»emy u»y¢ poprzednich oblicze« i przej±¢ do ostatniego etapu.
Punkt krytyczny to 1

e , a punkty na skraju dziedziny to 1
3 , 1. Tak wi¦c

f

(
1

3

)
=

1

3
ln
(

1

32

)
= −2

3
ln(3)

f

(
1

e

)
=

1

e
ln
(

1

e2

)
= −2

e

f(1) = 1 · ln(1) = 0

i wida¢, »e f przyjmuje max. 0 w punkcie 1, ale jest problem z porównaniem dwóch po-
zostaªych warto±ci.

Dlatego warto zbada¢ znak pochodnej. Wiemy, »e f ′(x) = ln(x2) + 2. Skoro x > 0, to
ln(x2) = 2ln(x) i dlatego f ′(x) = 2ln(x) + 2.

Badanie znaku pochodnej polega na rozwi¡zaniu nierówno±ci

f ′(x) > 0.

Mamy wi¦c

f ′(x) > 0 ⇐⇒ 2ln(x) + 2 > 0 ⇐⇒ ln(x) > −1 ⇐⇒ x >
1

e
i dzi¦ki temu dowiadujemy si¦ od razu, »e w takim razie

f ′(x) < 0 ⇐⇒ x <
1

e
.

To oznacza, »e dla x ∈ (0, 1
e ) pochodna jest ujemna i dlatego funkcja f jest tam malej¡ca,

a dla x ∈ ( 1e ,∞) pochodna jest dodatnia i dlatego funkcja f jest tam rosn¡ca.
Skoro wi¦c f jest malej¡ca dla x ∈ (0, 1

e ) oraz
1
3 < 1

e , to

f

(
1

3

)
> f

(
1

e

)
.

Wida¢ wiec, »e f przyjmuje min. w punkcie 1
e , co pozwala nam doko«czy¢ zadanie optyma-

lizacji tej funkcji: f ma max. 0 w punkcie 1, f ma min. − 2
e w punkcie 1

e .

4. Wa»ne fakty i poj¦cia. Warto zna¢ poni»sze fakty i poj¦cia.

Fakt. Je±li funkcja f : [a, b] → R jest ci¡gªa, to przyjmuje swoj¡ najwi¦ksz¡ i najmniejsz¡

warto±¢.

Tu jest wa»ne, »e przedziaª [a, b] jest domkni¦ty. Np. funkcja f(x) = x z dziedzin¡
x ∈ (0, 1) nie przyjmuje swoich ekstremalnych warto±ci na tym przedziale.

4



Teraz troch¦ poj¦¢: Ekstrema funkcji dziel¡ si¦ na globalne i lokalne. Globalne ekstrema
to najwi¦ksza i najmniejsza warto±¢ funkcji (na danej dziedzinie). Ekstrema lokalne, to
lokalne minima i lokalne maksima funkcji.

Funkcja f ma w punkcie a lokalne maksimum f(a) je±li istnieje otoczenie punktu a takie,
»e f(x) ≤ f(a) dla wszystkich x nale»¡cych do tego otoczenia.

Funkcja f ma w punkcie a lokalne minimum f(a) je±li istnieje otoczenie punktu a takie,
»e f(a) ≤ f(x) dla wszystkich x nale»¡cych do tego otoczenia.

Fakt. Je±li funkcja f ma w punkcie a ekstremum lokalne, to a jest punktem krytycznym, tzn.

f ′(a) = 0, b¡d¹ f ′(a) nie istnieje.

[Warto wiedzie¢, »e powy»sze nie dziaªa w drug¡ stron¦. Tzn. mo»e si¦ zdarzy¢, »e a
jest punktem krytycznym, ale funkcja nie ma ekstremum w tym punkcie (np. f(x) = x3 ma
punkt krytyczny a = 0, ale nie ma w tym punkcie »adnego ekstremum).]

Powy»szy fakt pozwala zrozumie¢ dlaczego algorytm optymalizacji dziaªa prawidªowo.
Wyszukuje on wszystkie punkty b¦dace kandydatami do tego, aby dana funkcja osi¡gaªa w
nich ekstrema globalne. W ostatnim kroku ka»dy z tych kandydatów musi by¢ zwery�kowany,
aby wyªoni¢ z nich prawdziwych �zwyci¦zców�.

5. Zadanie z de l'Hospitala. Reguªa de l'Hospitala (czytaj: �delopitala�) sªu»y do
obliczania niektórych trudnych granic.

Jedn¡ z takich trudnych granic jest

lim
x→0

ex − 1

sin(x)
= ?

No ale wiadomo, »e �z de l'Hospitala�

(∗) lim
x→0

ex − 1

sin(x)
=

[
0

0

]
H
= lim

x→0

ex

cos(x)
=

e0

cos(0)
=

1

1
= 1.

Szczególny typ zada« sprawdzaj¡cy opanowanie poj¦cia pochodnej i reguªy de l'Hospitala
pojawia si¦ czasem na egzaminach i (na przykªadzie) wygl¡da nast¦puj¡co.

Zadanie. Niech

f(x) =


ex − 1

sin(x)
dla x 6= 0

A dla x = 0.

Znajd¹ A takie, »e powy»sza funkcja f jest ró»niczkowalna w zerze i oblicz f ′(0).

Tego typu zadanie trudno jest rozwi¡za¢ bez uprzedniego do±wiadczenia tego typu zada«.

Na pocz¡tek zaznaczmy, »e obliczenia wykonane w (∗) pozwalaj¡ stwierdzi¢, »e A = 1.
Wynika to z tego, »e je±li funkcja f ma by¢ ró»niczkowalna w punkcie x = 0, to musi by¢
tam ci¡gªa. Dlatego, widz¡c takie zadanie mo»na w odpowiedzi napisa¢, »e

�f musi by¢ ci¡gªa w zerze, wi¦c

A = lim
x→0

ex − 1

sin(x)
=

[
0

0

]
H
= lim

x→0

ex

cos(x)
=

e0

cos(0)
=

1

1
= 1.

Niestety nie umiem poda¢ warto±ci f ′(0).�

Powy»sze rozwi¡zanie daje nadziej¦ na uzyskanie poªowy punktów przypisanych za poprawne
rozwi¡zanie caªego Zadania.

Aby w peªni rozwi¡za¢ to Zadanie (bez u»ycia (∗) :) post¦pujemy nast¦puj¡co.
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Przypominamy sobie de�nicj¦ pochodnej funkcji f w punkcie a:

f ′(a) = lim
h→0

f(a+ h)− f(a)

h
.

Dzi¦ki temu wida¢, »e skoro w Zadaniu musimy znale»¢ f ′(0), to podstawiamy a = 0 i
dostajemy

f ′(0) = lim
h→0

f(h)− f(0)

h
.

�eby nie m¦czy¢ si¦ z �h�, mo»emy t¡ literk¦ zast¡pi¢ bardziej przyjazn¡ literk¡ �x� i stwierdzi¢,
»e

f ′(0) = lim
x→0

f(x)− f(0)

x
.

To pozwala nam zacz¡¢ pisa¢ rozwi¡zanie tego Zadania.

Rozwi¡zanie. B¦dzie ci¦»ko, ale damy rad¦ :)

f ′(0) = lim
x→0

f(x)− f(0)

x
= lim

x→0

ex−1
sin(x) −A

x
,

czyli na razie za f(x) podstawili±my wzór podanej funkcji, a za f(0) podstawili±my A.
Walczymy dalej

f ′(0) = lim
x→0

f(x)− f(0)

x
= lim

x→0

ex−1
sin(x) −A

x
= lim

x→0

ex−1−A sin(x)
sin(x)

x
= lim

x→0

ex − 1−A sin(x)

x sin(x)
.

Teraz wkracza �delopital�

f ′(0) = lim
x→0

ex − 1−A sin(x)

x sin(x)
=

[
0

0

]
H
= lim

x→0

ex −A cos(x)

sin(x) + x cos(x)
=

[
e0 −A cos(0)

sin(0) + 0 · cos(0)
=

1−A

0

]
i wida¢ (bez u»ycia (∗)), »e A = 1. Wynika to z tego, »e skoro pochodna f ′(0) ma by¢
sko«czona, to nie ma innej opcji ni» A = 1, bo w przeciwnym wypadku f ′(0) =

[
1−A
0

]
nie

ma szansy na osi¡gni¦cie sko«czonej warto±ci.
Wiedz¡c, »e A = 1, mo»emy kontynuowa¢ nasze obliczenia, aby znale¹¢ f ′(0):

f ′(0) = lim
x→0

ex −A cos(x)

sin(x) + x cos(x)
= lim

x→0

ex − cos(x)

sin(x) + x cos(x)
=

[
0

0

]
H
= lim

x→0

ex + sin(x)

cos(x) + cos(x)− x sin(x)
.

Czyli znowu pojawiª si¦ �delopital� pozwalaj¡c na uzyskanie wyniku stwierdzaj¡cego, »e

f ′(0) = lim
x→0

ex + sin(x)

2 cos(x)− x sin(x)
=

1 + 0

2 · 1− 0
=

1

2
.

Dzi¦ki temu mo»emy napisa¢

Odpowied¹. A = 1, f ′(0) = 1
2 .
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