10. Optymalizacja i regula de ’Hospitala

Szanowni Panstwo. Ponizej znajduja sie informacje dotyczace schematu optymalizacji
oraz zastosowania reguly de I’Hospitala.

1. Wstep do optymalizacji. Optymalizacja polega na znalezieniu takich wartosci argu-
mentow, aby funkcja, ktora od nich zalezy, osiagnela optymalna (najwieksza lub najmniejsza)
wartosc.

U nas na szczescie funkcja bedzie zalezeé tylko od jednej zmiennej (tzn. bedzie mie¢ tylko
jeden argument) i bedziemy sie starac¢ znalezé jej warto$¢ maksymalng (w skrocie “max.”) i
jej warto$¢ minimalng (w skrocie “min.”) oraz te argumenty (czyli wartosci zmiennej), dla
ktorych te optymalne (ekstremalne) wartosci funkcji sa osiagane.

Wazne jest to, ze ten nasz “prosty” przypadek z jedng zmienng pozwala na zdobycie intu-
icji, ktora bedzie potrzebna do zrozumienia procesu optymalizacji funkcji wielu zmiennych.
Taki proces optymalizacji z wieloma zmiennymi zostanie wyja$niony na zajeciach z Analizy
3 i od lat pojawia sie (czasami) jako jedno z zadan na naszym egzaminie licencjackim.

2. Przyklad optymalizacji. Rozwazmy nastepujace

Zadanie. Niech .

dla x € R. Znajdz najwiekszq i najmniejszq wartosé funkcji f oraz miejsca, gdzie te wartosci
sq osiggamne.

Rozwigzanie. Rozwigzanie tego zadania polega na zastosowaniu tzw. algorytmu opty-
malizacji. W tym przypadku wyglada on nastepujaco:

a) Sprawdzamy dziedzine zadanej funkcji.
W tym zadaniu upewniamy sie wiec, ze dziedzing powyzszej funkcji f jest przedziat
(=00, +00).
b) Obliczamy pochodng zadanej funkcji.
W tym zadaniu obliczamy wiec, ze
f’(x)z( x >/:x2+m+l—m(2x+1): —2?+1 .
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¢) Znajdujemy tzw. punkty krytytyczne, czyli te wartosci zmiennej x, dla ktorych f/(z) =
0, badz f/(z) nie istnieje.

W tym zadaniu widzimy, ze f’(x) istnieje dla wszystkich = € R oraz, ze

—2? 41
Erorip
czyli jedyne punkty krytyczne to x = £1.

fl(z)=0 =0 < x =41,

d) Badamy zachowanie funkcji w punktach krytycznych i na skraju dziedziny. W punk-
tach krytycznych nalezacych do dziedziny obliczamy wartos¢ funkcji, a na skraju dziedziny
obliczamy wartosé¢ funkeji, lub jej granice.

W tym zadaniu skraj dziedziny to +oc i tam musimy policzy¢ granice funkcji f. Natomiast
w punktach krytycznych x = 41 latwo jest obliczy¢ warto$é¢ funkcji f. Widaé¢ wiec, ze
wyglada to tak:
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e) Sposéréd wyzej znalezionych wartosci wybieramy najwieksza i najmniejsza. Patrzymy,
gdzie te ekstremalne wartosci sa osiggane i piszemy odpowiedz:

“f przyjmuje max. ... w punkcie ..., f przyjmuje min. ... w punkcie ...”.

W tym zadaniu wyglada to tak:

“f przyjmuje max. % w punkcie z = 1, f przyjmuje min. —1 w punkcie x = —17,
co koniczy Rozwiazanie tego Zadania.

f) W razie klopotéw z poréwnaniem wartosci funkeji (lub granic) obliczonych w punkcie
d) nalezy zastosowa¢ poglebiona analize w oparciu o zbadanie znaku f’.

Uwaga: Po rozwiazaniu tego zadania uzyskujemy dla z € R optymalne oszacowanie
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pozwalajace uzyskaé¢ optymalne oszacowanie

<1

x
2 4+x+1
Widaé¢ wiec, ze dowolne oszacowania funkcji f typu C < f(x) < D, albo |f(z)] < M mozna
uzyska¢ znajdujac minimum i maksimum funkcji f.

3. Algorytm optymalizacji. W ogélnym przypadku optymalizacja wyglada nastepu-
jaco.

Mamy dang funkcje f. Jej dziedzina moze by¢ sztucznie zawezona i woéwczas musi byé
podana. W uproszczeniu mozemy mysle¢, ze ta dziedzing jest przedzial (moze to tez byé
suma przedzialéw). Aby znalezé najwieksza i najmniejsza warto$é¢ funkcji f wykonujemy
nastepujace kroki.

a) Sprawdzamy dziedzine zadanej funkcji. To znaczy upewniamy sie, ze podana dziedzina
jest prawidlowa i staramy sie stwierdzié¢, jakie s krance tej dziedziny.

b) Obliczamy pochodna zadanej funkcji.

c) Znajdujemy punkty krytytyczne, czyli te wartosci zmiennej z, dla ktorych f'(x) = 0,
badz f’(x) nie istnieje.

d) Badamy zachowanie funkcji w punktach krytycznych i na skraju dziedziny. W punktach
krytycznych obliczamy warto$é¢ funkcji f, a na skraju dziedziny obliczamy warto$¢ funkcji,
lub jej granice.

Uwaga: W tym kroku bierzemy tylko te punkty krytyczne, ktore naleza do dziedziny
funkcji f.

e) Sposrdd wyzej znalezionych wartosci wybieramy najwieksza i najmniejsza. Patrzymy,
gdzie te ekstremalne wartosci sg osiaggane i piszemy odpowiedz:

“f przyjmuje max. ... w punkcie ..., f przyjmuje min. ... w punkcie ...”.



albo

“f ma max. ... w punkcie ..., f ma min. ... w punkcie ...”.

albo

“f(...)=..-max., f(...)=..-min. "

f) W razie klopotéow z poréwnaniem wartosci funkeji (lub granic) obliczonych w punkcie
d) nalezy zastosowa¢ poglebiona analize w oparciu o zbadanie znaku f’.

Przyklad. Postarajmy sie zoptymalizowaé¢ funkcje
f(2) = aln(2?)
dla z € [-1, 3].

a) Po sprawdzeniu dziedziny wida¢, ze jest maly problem. W punkcie x = 0 funkcja nie
jest okreslona. Dlatego powinni§my wylaczy¢ ten punkt z dziedziny i uznaé, ze dziedzinag
optymalizowanej funkcji jest [—1,0) U (0, %] Dzieki temu krancami tej dziedziny sa punkty
-1,0, 3.

b) Obliczamy pochodng danej funkcji.

f'(z) = (zIn(@?)) =In(z?) + - = = In(2?) + 2

c¢) Znajdujemy punkty krytytyczne.
Widaé, ze f'(x) nie istnieje dla z = 0 czyli w punkcie, ktory wylaczylismy z dziedziny.
Rownanie

fi(z)=0

rozwigzujemy nastepujaco:
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2 = x=+-.
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In(z?) +2=0 < In(2?) = -2 <= 2 =¢"
d) Badamy zachowanie funkcji w punktach krytycznych i na skraju dziedziny.
Znalezione punkty krytyczne, ktore naleza do dziedziny to x = fé. Punkt z = %

musimy odrzuci¢, bo % > %

Punkty na skraju dziedziny to —1,0, % (prosze zauwazy¢, ze wezesniej odrzucony punkt

x = 0 i tak wraca do naszych rozwazan).

W punktach krytycznych (z = —1) obliczamy warto$¢ funkcji f, a na skraju dziedziny

(x =-1,0, %) obliczamy warto$é¢ funkcji, lub jej granice.

e) Sposréd wyzej znalezionych wartosci wybieramy najwieksza i najmniejsza. Poniewaz
2 2
——In(3) <0< -
~In(3) <0< =,

to sprawa jest jasna. Patrzymy, gdzie te ekstremalne wartosci sa osiagane i piszemy odpowiedz:

“f przyjmuje max. 2 w punkcie —1, f przyjmuje min. —2In(3) w punkcie 3”,



albo
“f ma max. % w punkcie —%, f ma min. —% In(3) w punkcie
albo

“f(*%) _ % - max., f(%) = %m(s) - min. ”.
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3

Jak wida¢ w tym przyktadzie nie bylo problemu z poréwnaniem uzyskanych wartosci.
Aby zobaczy¢ jak sobie radzi¢ z takim problemem popatrzmy na kolejny

Przyklad. Postarajmy sie zoptymalizowaé ta sama funkcje
f(2) = aln(?)
ale dla z € [3,1].
Oczywiscie mozemy uzy¢ poprzednich obliczen i przej$¢ do ostatniego etapu.
Punkt krytyczny to %, a punkty na skraju dziedziny to %, 1. Tak wiec

f (;) = %ln (;) - —gln(?;)
1(0)-im(3) -

f()y=1-In(1)=0
i widaé, ze f przyjmuje max. 0 w punkcie 1, ale jest problem z poréwnaniem dwodch po-
zostalych wartosci.
Dlatego warto zbadaé¢ znak pochodnej. Wiemy, ze f'(x) = In(x?) + 2. Skoro z > 0, to
In(z?) = 2In(z) i dlatego f'(x) = 2In(z) + 2.
Badanie znaku pochodnej polega na rozwigzaniu nieréwnosci
f(x) >0.

Mamy wiec
() >0 < 2In(z)+2>0 < In(z) > -1 — 9:>%
i dzieki temu dowiadujemy sie od razu, ze w takim razie
f(2) <0 x<§.

To oznacza, ze dla z € (0, %) pochodna jest ujemna i dlatego funkcja f jest tam malejaca,
adlaxe (é, 00) pochodna jest dodatnia i dlatego funkcja f jest tam rosnaca.
Skoro wiec f jest malejaca dla z € (0,1) oraz § < 1, to

1(a) >4 (0)

Wida¢ wiec, ze f przyjmuje min. w punkcie %, co pozwala nam dokonczy¢ zadanie optyma-
lizacji tej funkcji: f ma max. 0 w punkcie 1, f ma min. —% w punkcie %

4. Wazne fakty i pojecia. Warto zna¢ ponizsze fakty i pojecia.

Fakt. Jesli funkcja f : [a,b] — R jest ciagla, to przyjmuje swoja najwickszq i najmniejszq
wartosé.

Tu jest wazne, ze przedzial [a,b] jest domkniety. Np. funkcja f(z) = x z dziedzinag
z € (0,1) nie przyjmuje swoich ekstremalnych wartosci na tym przedziale.



Teraz troche poje¢: Ekstrema funkcji dziela sie na globalne i lokalne. Globalne ekstrema
to najwieksza i najmniejsza warto$¢ funkcji (na danej dziedzinie). Ekstrema lokalne, to
lokalne minima i lokalne maksima funkcji.

Funkcja f ma w punkcie a lokalne maksimum f(a) jesli istnieje otoczenie punktu a takie,
ze f(z) < f(a) dla wszystkich x nalezacych do tego otoczenia.

Funkcja f ma w punkcie a lokalne minimum f(a) jesli istnieje otoczenie punktu a takie,
ze f(a) < f(z) dla wszystkich = nalezacych do tego otoczenia.

Fakt. Jesli funkcja f ma w punkcie a ekstremum lokalne, to a jest punktem krytycznym, tzn.
f'(a) =0, bgdz f'(a) nie istnieje.

[Warto wiedzie¢, ze powyzsze nie dziala w druga strone. Tzn. moze sie zdarzyé, ze a
jest punktem krytycznym, ale funkcja nie ma ekstremum w tym punkcie (np. f(x) = 2® ma
punkt krytyczny a = 0, ale nie ma w tym punkcie zadnego ekstremum).]

Powyzszy fakt pozwala zrozumieé¢ dlaczego algorytm optymalizacji dziata prawidlowo.
Wyszukuje on wszystkie punkty bedace kandydatami do tego, aby dana funkcja osiagata w
nich ekstrema globalne. W ostatnim kroku kazdy z tych kandydatow musi by¢ zweryfikowany,

aby wyloni¢ z nich prawdziwych “zwyciezcoéw”.

5. Zadanie z de I"Hospitala. Regula de ’'Hospitala (czytaj: “delopitala”) stuzy do
obliczania niektérych trudnych granic.
Jedng z takich trudnych granic jest
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No ale wiadomo, ze “z de I’Hospitala”
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Szczegdlny typ zadan sprawdzajacy opanowanie pojecia pochodnej i reguty de I’Hospitala
pojawia sie czasem na egzaminach i (na przykladzie) wyglada nastepujaco.
Zadanie. Niech

e’ —1
1
fa) = 4 sy rF0
A dla z = 0.

Znajdz A takie, ze powyzsza funkcja f jest rozniczkowalna w zerze i oblicz f’(0).
Tego typu zadanie trudno jest rozwigza¢ bez uprzedniego do§wiadczenia tego typu zadan.

Na poczatek zaznaczmy, ze obliczenia wykonane w (%) pozwalaja stwierdzi¢, ze A = 1.
Wynika to z tego, ze jesli funkcja f ma by¢ rézniczkowalna w punkcie = 0, to musi by¢
tam ciagla. Dlatego, widzac takie zadanie mozna w odpowiedzi napisac, ze

“f musi by¢ ciagla w zerze, wiec
ew—l_{O]g. ev el 1

0

Niestety nie umiem podaé wartosci f(0).”

A= lim

@—0 sin(z) ~ 250 cos(z) cos(0) 1

Powyzsze rozwigzanie daje nadzieje na uzyskanie potowy punktéw przypisanych za poprawne
rozwiazanie calego Zadania.

Aby w pelni rozwigza¢ to Zadanie (bez uzycia (x) :) postepujemy nastepujaco.



Przypominamy sobie definicje pochodnej funkcji f w punkcie a:

fla+h) = f(a)
- :

Dzigki temu wida¢, ze skoro w Zadaniu musimy znalezé f/(0), to podstawiamy a = 0 i

dostajemy N 0

f'(a) = lim

Zeby nie meczy¢ sie z “h”, mozemy ta literke zastapi¢ bardziej przyjazna literka “z” i stwierdzi¢,
ze
— f(0

x—0 x€X
To pozwala nam zaczaé pisac¢ rozwigzanie tego Zadania.

Rozwiazanie. Bedzie ciezko, ale damy rade :)
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czyli na razie za f(x) podstawiliSmy wzor podanej funkcji, a za f(0) podstawilismy A.
Walczymy dalej

B -1 _ A ewfl.fA sin(x) T 1 .
£ = tim {1 IOy @ 78 _ gy TG gy, & 71— Asin()
z—0 x z—0 x x—0 x z—0 x sm(a:)

Teraz wkracza “delopital”
£(0) = Tim et —1 fAsin(:E) _ (9] = . e’ — Acos(z) ' e? — Acos(0) _1-4
=0 xsin(z) 0 sin(0) 4 0 - cos(0) 0
i wida¢ (bez uzycia (x)), ze A = 1. Wynika to z tego, ze skoro pochodna f’(0) ma by¢
skoriczona, to nie ma innej opcji niz A = 1, bo w przeciwnym wypadku f'(0) = [%] nie
ma szansy na osiggniecie skoniczonej wartosci.
Wiedzac, ze A = 1, mozemy kontynuowaé nasze obliczenia, aby znalezé f(0):
£(0) = lim 'ez — Acos(zx) i — e” — cos(x) _ (0] H €” + sin(x)
20 sin(z) + x cos(z)  =—0 sin(z) + x cos(x) 0
Czyli znowu pojawil sie “delopital” pozwalajac na uzyskanie wyniku stwierdzajacego, ze
T+ si 140 1
F0) = lim —Ctsinl@) 140 _ 1

20 2cos(x) —xsin(z) 2-1-0 2

e sin(z) + zcos(z)

750 cos(z) + cos(x) — xsin(z)’

Dzieki temu mozemy napisac
Odpowiedz. A =1, f'(0) = %



