Analiza Matematyczna 1, Wyktad 11.

Pochodne wyzszych rzedow

def. . "(z)—f'
Druga pochodna funkgji f w punkcie ) nazywamy granice f”(z) = lim %ﬁo(zo) (o ile ta granica istnieje).
T—x)

Czyli druga pochodna jest pochodna pochodnej danej funkcji. Podobnie okresla sie nastepne pochodne: f”’, f(4), f(5), el

Przyklad.

Dla f(z) = 7z* + 72* — 2z + /2 mamy:

f'(x) = 282° + 3nz? — 2, f'(z) = 84x* + 67z, fO)(x) = 168z + 67, f¥(z) = 1681 f*¥) () =0 dla k > 5.

Dla f(z) = sin z mamy:

f'(x) = cosz, f"(z) = —sinz, fO®(z) = — cosz, f¥(z) = sinx i widaé, ze dalej si¢ powtarza (co 4).

Dzieki wzorom trygonometrycznym mozna to uja¢ zgrabna formuta: f*)(x) = sin(z + k3).

Dla f(z) = (14+)® mamy:

f(z) = a(l+2)27L, f'(z) = a(a—1)(1+2)* %, fP(z) = a(a—1)(a—2)... (a—k+1)(1+z)* " = Kk!(}) (1+z)* 7~

Uwaga. Inna notagcja:

def. —1)(a—2)...(a—k+1
Okreslenie (Z) Lef. afa—1)(a k), (@ ) dopuszcza wstawianie za a dowolnej liczby rzeczywiste;j. f'(z) = d 5 (zz) ,
Dla naturalnego a, a > k, jest to zgodne z tym, co znasz z kombinatoryki; Newton tak o tym myslal. Jz (a:) _ d*f(z)
Matematycy zazwyczaj (patrz wyzej) przedstawiaja pochodne jako pewna "Zonglerke znaczkami". T d Zcz !
Trzeba pamietaé, ze Newton je wymyslil po to, by prosto nimi opisywac realny swiat fizyczny. f(k) (z) = M_
(Nie tylko po to, by zapisa¢ F' = ma, gdzie a to druga pochodna przemiaszczenia po czasie.) dzk

Wzoér Taylora

Przyktad.
Powiedzmy, ze mamy pewna informacje o funkcji f, ze

w ustalonym punkcie g jest: f(zo) = 7, f'(x0) =, f"(z0) = V2, f"(z0) = V3.

Wielomian w(:v) =T74+n- (1,‘ — mo) + % . \/§ . (;n - ;1;0)2 —|—% . \/3 . (1- — ;1;0)3 st'r()q wie;om;anéw
. s . stopnia < 3 jedynie w
ma tez te wlasnosci, czyli: spelnia owe warunki.

F(zo) =7 =w(xo), f'(mo) =7 =w(x), f"(wm0) = V2 =w"(m), f"(w0) =3 =w" ().

W innych punktach f(z) i w(z) moga sie rézni¢; o tym méwi ponizsze twierdzenie.
Twierdzenie. (Wz6r Taylora)

Niech f bedzie funkcja n-krotnie rézniczkowalna w kazdym punkcie przedziatu o koficach xg i . Wtedy istnieje takie Z
pomiedzy x¢ i x, ze

(@) = f(wo) + f'(w0) - (& = m0) + 5 (o) - (z = mo)* + ... + T Fr D (@) - (& — z0)" 4 1 F"(2) (2 — @)™

Uwaga. Zauwaz, ze T wystepuje tylko jako argument n-tej pochodnej w ostatnim sktadniku po prawej - zwanym reszta R,,.
Poza R, pochodne sa obliczane w x( (zazwyczaj to jest 'tadny' punkt).
Przy ustalonym x( suma po prawej stronie rownosci, BEZ reszty R,,, jest wielomianem zmiennej & stopnia < (n - 1).

Uwaga. Dla n = 1 jest to dokladnie tw. Lagrange'a (przenies f(x) na lewa strone i podziel stronami przez (z — p)).

Przyklad. 2
i ; -1
Niech f(z) = v/, zy = 1in = 2. Mamy: f'(z) = ﬁ f'(z) = ek
Wstawiajac g = 1 mamy: 15
_ 1 1 —1 2
v D e —— 1
w1 (z) Ry

Réwnanie y = wi () jest réwnaniem stycznej do f w xo.
Dla z = 1,8 mozna napisa¢: /1,8 ~ wi(1,8) = 1,4; oszacowanie Ry pozwoli oceni¢ e
btad tego przyblizenia:

|£(2) —wi(2)] = VI8 — 14| = [Ra| = | = - (1,8 - 1)°| < = - 0,82 =0,08.

Mozna poprawi¢ dokladnosé stosujac wzér Taylora z n = 3; mianowicie:

_ 1 1.1 2,1 3 3
N——
wy(x) Rs
Wielomian ws lepiej niz styczna wy przybliza f w poblizu xg:
Dla z = 1,8 mamy: /1,8 &~ wy(1, 8) = 1,48; z bledem nie wiekszym niz 0,032, bo

- = |/I,8-1,48| = =|—1=.(1,8-1)?3 < —-.08=0,032.
[F@)—wae)| = [VIB-148] = |Ry| = | 1= - (L8 -1 < L= - 0.8 = 0,03
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Analiza Matematyczna 1, Wyktad 11.

Cwiczenie. Jak na wykresach zobaczy¢ wielkosci Ry i R3?

Przyklad.
Niech f(z) = €*, g = 0in = 6. Latwo dostajemy f*)(z) = e* i f*#)(0) = €® = 1, skad

" = 1+(z—0)+ 5 (2= 0)*+ 5 (¢ —0)* + 5 (2 —0)" + 5 (2 —0)° + 5 €7 (2 —0)° = 1+z+ % + + +120+ez 7”20
ws () R
Dla kazdego z € [0,1] mamy [e* — (1+z+% +£ + 2 +-20)| < el 25 < 3L = -1 = 0,0041666.
czyli ws(z) przybliza e® na przedziale [0, 1] z bledem nie wiekszym od 5/1000.
. 22 3 z* 20 . X z* . A
Napis 1+x+ o + I + il + o +... czytez Z %7 Dazywamy szeregiem Taylora funkgcji e* w 2y = 0.
k=0

Dla f(z) = ﬁ zo = 0 mamy: f®)(z) = k- (1 — )~ **D i f*)(0) = k!, skad

szereg Taylora dla f(z) = 1; =0jestrowny 1+z+a?+az3+2t+25+....

Szereg Taylora jest w pewnym sensie "nieskoniczonym wielomianem", przyktadem obiektu, ktérego sens trzeba

doprecyzowac; "nieskoniczone dodawanie" mozna rozumie¢ opatrznie. Szczegétowo bedzie to omawiane w drugim semestrze.

Zauwazmy tylko, ze w ostatnim przykladzie f(z) = ﬁ mamy f(2) = —1 co ma sie nijak do napisu 1 + 2 + 2% + 2% 4 ..,

zatem nie jest tak, by szereg Taylora byl rowny funkcji (czasami tak jest).

Ze wzoru Taylora i z tw. Lagrange'a (jego szczeg6lnej wersji: n = 1), mozna odczyta¢ dowody wielu twierdzen. Na przyklad:

Twierdzenie.
Niech f ma ciagla pierwsza i druga pochodna w przedziale (a, b) i niech zg € (a,b). Wtedy:
a't) Jedli f'(zo) > 0, to istnieja p, g, p <o < ¢ takie, ze f jest rosnaca na [p, q|.
a'") Jesli f'(zo) < 0, to istnieja p, g, p< T < g takie, ze f jest malejaca na [p, g|.
b"") Jesli f'(zo) =01 f"(zg) > 0, to istnieja p, q, p< o < q takie, ze f(zg) = [lpnf]l f  (czyli f osiaga minimum lokalne w ).
d
b"7) Jedli f’(wo) =0i f”(:])o) < 0, to istnieja p, q, p<xo < q takie, ze f(m(]) =sup f (czyli f osiaga maximum lokalne w ).
[p.al

Dowéd b'™).

Z ciagtosci f” wynika istnienie przedziatu [p, g, zg € (p, q) takiego, ze f” jest na nim dodatnia. Dla = € [p, g, n = 2, mamy:

f(z) = f(xo) + f'(z0) - (x — z0) + 5 f"(Z) - (x — 0)* dla pewnego Z € (p, ), skad - uwzgledniajac f'(xo) = 0,
£"(Z) > 0-mamy: f(z) — f(z0) = 3 £"(Z) - (z — m9)? > 0. Stad f(x) > f(zo) dla = € [p, g}, co nalezato dowiesé.

Uwaga.
Dowody pozostalych podpunktéw sa podobne.

Uwaga.

Jesli ?"(mg) =01 f"(z9) = 0, to zachowanie f w poblizu z( nie jest zdeterminowane, jak pokazuja nastepujace przyktady:
fi(z) = 2 jest rosnacai f{(0) = 0i f(0) = 0,
f2(z) = z* ma minimum w 0i f;(0) = 01 f;'(0) =0,
f3(z) = —z* ma maksimum w 0 i f;(0) = 0 ify(0)=0.

( Zbadanie znaku pochodnej na przedziatach (—o0,0), (0, +00) pozwala okreli¢ monotoniczno$¢ na nich i dowie$¢ wtasnosci w 0.)

Wypuklos¢ funkcji

e I e T S S e =
Rozgrzewka. Napis OC = ${OA + ;OB = OA + (OB — OA) = OA + ; AB, rachunkowo oczywisty, przy grze w

podchody (tak, podchody) 0znacza, ze by z O doj$é do celu C, mozna najpierw doj$¢ do A, a potem przejs$é % drogi z A do B.

— =
Innymi stowy C' lezy na odcinku AB w % jego dtugosci od A. Dlatego napis (1 — t)OA + tOB, t € [0, 1] wskazuje na
wszystkie punkty odcinka AB (i to niezaleZnie od tego, czy rzecz sie 'dzieje' w R% wRR, czy W R®). (Zréb rysunki!) W
e
podobny sposéb na AL sprawdzano, ze + OA + = OB + = OC’ lezy we wnetrzu tréjkata ABC.

Wypuklosé/wklestos¢ funkcji na przedziale. Siadamy okrakiem na wykresie funkcji i poruszamy sie od  'bardzo
ujemnych' do 'bardzo dodatnich'. Naogét zakrecamy, 'raz w lewo, raz w prawo'.

Zakret ,‘:pl;;:(), nad przedziatem [a,b] na osi OX oznacza, ze w kazdym momencie strzatka wzdtuz stycznej lezy ) wykre-
wypukla

wklesta

nad
pod wykresem

sem funkgcji; méwimy wtedy, ze f jest

-

na [a,b] (innymi stowy: $cinajac zakret wzdtuz odcinka siecznej, caly skrét lezy
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Analiza Matematyczna 1, Wyktad 11.

p+ (I> < )+ f(q) wypuktodé : f(%) < )+ /(@)

klestosé
wklegstosé f( 7 3

zwigkszanie

wspolczynnika kierunkowego stycznej, czyli smniejszanie

'w lewo’ . zwigkszanie
to niemal to samo co

Zakrecanie 'w prawo’ zmniejszanie

Owa wlasnos¢ skrotéw wzdluz siecznych jest nizej okreslona 'znaczkami':

f jest wypukla na przedziale [a, )], gdy V vV f((1—=t)p+tg) < (1-1t)f(p)+tfq);
p#q€<(a,b] te(0,1)

f jest wklesta na przedziale [a,b], gdy  V vV f((1-t)p+tg) > (1 —1t)f(p)+1tf(q).
p#qElab] te(0,1)
Na szczescie dla ciagtych f mozna to wyrazi¢ nieco prosciej (sprawdzajac, gdzie lezy obraz $rodka odcinka [ s q]):
p_+q) < fo)+1(9) |
2

f jest wypukla na przedziale [a, b], gdy v f ( )
[a,b]

PF#qE
pT+q) > f(p)+£(q)

f jest wklesta na przedziale [a, b], gdy v f ( R

p#q€(a,b]
Gdy f na [a, z¢] jest wypukta[wklesta] i na [z, b] jest wklesta[wypuktal, to punkt 2 nazywamy punktem przegiecia.

Na szczescie te wlasnos¢ geometryczna (wypuklosé/wklestosé) tatwo sprawdza druga pochodna:

Twierdzenie. Niech f ma druga pochodna w kazdym punkcie przedziatu [a, b].
Jesli f(x) > 0 dla kazdego z € (a,b), to f jest wypukta na przedziale [a, b].
Jesli f"(z) < 0 dla kazdego = € (a,b), to f jest wklesla na przedziale [a, b].
Jesli f"(zg) =0i f” > 0na (a,x) i f < 0na (zo,b), to f ma punkt przegiecia w xo;
jesli f"(zo) =01 f” < Ona (a,zg) i f” > 0na (xg,b), to f ma punkt przegiecia w x.

Przyklad. Niech f(z) = arctan(z).
Mamy f"(z) = ﬁ zatem:

f jest wklesta na (0, 4+00),

f jest wypukta na (—o0, 0),

f ma punkt przegiecia w = 0.

Przyktad. Niech f(z) = z%, = > 0.

Mamy f”(z) = 2%(1 + (Inz 4 1)?), zatem f”(z) > 0 dla = > 0 zatem f jest wypukta na (0, +00).
2 4

zatem 3° < 21T, 2e° < (e— 1)1+ (e+ 1), 4t <1224 2.5

Wypuktosé/wklestos¢ funkcji jest 'fabryka' nieréwnosci:

Przyklad. Niech f(z) =Ilnz, z > 0.

Mamy f"(z) = —% < 0, zatem f jest wklesta (0, +00).
Stad mamy (tatwe) In3 > w, co jest rownowazne z 3 = % > 24,
Réwniez In 2+§+6 > ln2+lr;4+ln6 , co jest rbwnowazne z 4 = # > /246 (co tez jest latwe).
Réwniez In a+§+c > IMHI;H]M , co jest rbwnowazne z %IH'C >Ya-b-c(co juz takie tatwe nie jest).
Réwniez In aﬁaz:"“" > IMIHMZJ'“HM" , CO jest rbwnowazne z w > /ar-az .. ap.
Przyklad. Niech f(z) =z, z > 0.
Mamy f”(z) = 6z, zatem f jest wypukta na (0, +00).

3 3, 43 3 43
Stad mamy (Yfatwe) (2—;L4> < 2 ;4 , €O jest rbwnowazne z 3 = 2—;4 < 2 ;4 .

3 3, .3 3 3,3 3
a;+as+...+a aj+ay+.. . +a . ) . aj+as+...4a 3/ aj+ay+...+a
%) < =2, co jest réwnowazne z - < 2, dlaay,...,a, > 0.

Réwniez (

pochodne;.
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