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Abstract. Let XI, X,, . . . , X, be independent, identically distri- 
buted, non-negative integer valued random variables and let 

denote the corresponding order statistics. If P(X,:, 3 k )  = P(X, 
3 Nk) for all N 2 1 and k = 1, then the distribution of X, is 
geometric. We modify this distributional property of the order 
statistics in several directions to obtain characterisations of the 
geometric distribution. We provide examples to show that the as- 
sumptions, in some respect, cannot be weakened any further. 

1. Intrduction. Let XI, X,, . . . , X, be independent, identically distribu- 
ted, non-negative integer valued random variables and let XI, 6 X,:, 
< ... < X,, be the coresponding order statistics. Much has been done 
in the way of characterising the geometric distribution by the independence 
of functions of the order statistics. In our work we propose some characteri- 
sations using distributional properties of the order statistics. 

Consider the condition 

(1) P(Xl :, 2 k) = P(Xl 2 Nk). 

It is easy to show (sse Galambos [I]) that if (1) liolds for all N 2 1 and 
k = 1, then XI has a geometric distribution, i.e., 

for some 0 < p < 1 and k = 0, 1, 2, . . . Gupta [2] showed. that if the 
common distribution function F(x) of XI,  X,, ..., X, is continuous and 
satisfies some differentiability condition at x = 0 and if 

P(Xl:, 2 x)  = P(Xl 2 nx) 



for all x > 0 and fox some fixed but arbitrary n, then the distribution is 
exponential. Here we obtain characterisations of the geometric distribution 
based on (1). We say that two natural numbers m and n are incommensurable 
i f  one is not a rational power of the other, i.e., if log,n is irrational. 

2. Main results. 
THEOREM 2.1. Let X, , XZ, . . . , XN be i.i.d non-negative integer valued 

random variables such that P(X, = 0) < 1. If (1 )  holds for all k and for two 
incommensurable values 1 < m < n of N, then X, has a distribution giom by 
formula (2). - 

. Proof.  ~ h e - h ~ ~ o t h e s i s  (1) can also be written as 

(4) CP(Xt 2 k)I - - PIXI 3 Nk).  
We claim that 

(5)  [P(X,>k)lNi='P(X1>,Nik) for all i , k > , 1  and for N = m , n .  

Indeed, if i = 1, then (5) reduces to (4). Assume that (5) is true for i 
= 1 ,  2, . . ., j. Then, 

FinaIIy, for i ,  j B 1, we have. 

Let G (k) = P(X, 2 k) and let G (1) = q .  Since G(mi) = [G (l)lmi for all i 
and since limG(k) = 0, as k +oo it follows that q < 1. We shall use the 
following lemma, the proof of which is given in the Appendix. 

LEMMA 2.3. Given two incommensurable natural numbers rn and n, a 
natural number k not of the form mid and E > 0, 

(i) there exist integers i and j, not both positive, such that 

(7) Ink < i Inm+jlnn < ln(k+~)  

and 
(ii) there exist integers i f  and j', not both positive, such that 

(8) ln(k-E) < ifInm+j'Inn < Ink.  
- 

Remark.  If such that ~ntegers i and j exist, both of them cannot be 
negative. 

We shall prove that G(k) = q k  for all k 2 1. Suppose that, for some k, 
Gtk) = $+"or some E # 0. From (6) we know that k is not of the form 
d d .  Suppose first that E > 0. By (7) of Lemma 2.3, there exist i and j, not 
both positive, such that Ink < i Inm+jlnn < In(k+~). I f  i < 0 and j > 0, then 

(9) km-' < nj < (k + 8) m-'. 
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Hence G (km-') 2 G (4. Rut G(mi) = q"i > q" + ' j r n F i  = G (km-"), which is 
a contradiction. We can obtain a similar contradiction if i > 0 and j 4 0. 
Finally, if E < 0, then we use (8) of Lemma 2.3 to arrive at a similar 
contradiction. Hence G (k) = qk for all k 3 1 and P (XI = k) = G (k) - G(k + 1) 
= p ( l - p ) k .  Hence X ,  has a distribution given by 42). 

Example  2.4. Can we weaken the hypoihesis of Theorem 2.1 by 
assuming that (1) holds for all values of k 2 1 and for a fixed value of N? If 
such a result were true, then it would be an appropriate extension of Gupta's 
[2] result to the discrete case. However, the following example shows that 
that is not possible. Here the distribution of X, is not geometric, but 
XI, . . . , X N  satisfies ( 1 )  &-all k 2 1 and N = 2. We specify the distribution 
by specifing G(k)  for k 2 1, and we define G ( k )  inductively. Let G(0)  = 1 and 
G(1) = q for some q such that 0 c q  < 1. Let G ( 2 )  = q2 and G(3) = q2+', 
where 0 < S < 1. Suppose that G (O), G ( I ) ,  . . . , G (k) have been defined. If 
k + 1 = 2n, then define G (k + 1) = G2 (n). If k = 2m, then m + 1 < k. Suppose 
that G(m)  * q" and G (m+ 1) = qP. Then define G (k + 1) = $'I#. It can be 
checked easily that G ( k )  is a strictly decreasing sqquence. The fact that, for m 

-, cc, Iim G(2") = l ik  q 2 m  = 0 implies that lim G (nz) = 0. Thus P (XI = k) 
= G ( k )  - G (k  + 1) defines a valid probability distribution. From the definition 
of G (k) it follows that G (2k) = G2 (k) for all k 2 1, i.e., this distribution 
satisfies (1) for N = 2 and for all k. However, XI does not have a geometric 
distribution. 

Remark. One can construct distribution along the lines of the above 
example which satisfies (1) for any arbitrary but fixed N. We chose N = 2 for 
the simplicity of notation. 

It is also natural to ask whether the underlying distribution could be 
geometric if (1) holds for all N, but for some value of k > 1. The following 
simple example shows that such a result is not true. 

Example 2.5. Let 0 < k < 1' and let P ( X ,  = k) = p ( l - p ) k  for k 2 2 
and P(X, = 0), P ( X l  = 1) be arbitrary but such that P ( X l  r 0) + P (XI = 1) 
= 1 -q2, where q = 1 - p .  Then G ( k )  = qk for all k B 2 and (1) is satisfied for 
all N and all k 2 2. Clearly the distribution need not be geometric. 

However, the following result is true. 
PROPOSITION 2.6. Let m and E be two co-prime ~zumbers. Suppose that (I) is 

satisfiedfor all N 4 1 and k = rn. Suppose also that XI has "lack of memory at 
age l", i.e., 'P(X, 9 1) > 0 and 

(10) P(X, = l + i l X l  2 E)  = P(X, = i )  for i 2 0 .  

Then X, has a geometric distribution. 
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Proof.  One can write (10) as 

(11) P(X, 3 I+i)= P(X, 2 i)P(X, 2 I). 

Thus, in particular, (7120 = G ~ ( I ) .  Applying induction on n, it can be 
shown that G (no = GR(lj and that 

(12) G ( n l + i ) = G ( i ) G n ( I )  for all i , n > 0 .  

Since in and I are co-prime, there exist positive integers cr and p such 
that mrn - PE = 1. Hence, - 
(1 3) 

.. . nam = nPE+n for all ~12- 0. 

Hence G (nam) = G (nPl+ n).  Due to our hypothesis G (mm) = [ G ( P I I ) ] ~  
and, due to (121, G(nBI+ n) = GnB(I) G (n). Therefore Gm(m) = GnD(T) G (n) for 
all n 5 0 and 

(14) G ( n )  = qn, where q = G"(m) G - P ( r ) .  

Since am > PI, it follows that Ga(lpl) = G ( m )  < G(BI) = G@(C). Hence 
q < 1. But since G(n) = P(X, 2 I T )  - r O  as n + m, it follows that q 4 1. But 
(14) is a characterising property of the geometric distribution. 

3. Appendix. 
Proof  of Lemma 2.3. We need the following result to prove this 

lemma: 

RESULT 3.1. Let A be a closed additive subgroup of W. Then either A = R 
or A is generated by some number 8, i.e., A = !no: n ~ ) .  

We provide the proof of (i) only since the proof of (ii) is quite similar. 
Consider the additive subgroup of A described by 

Since A is a closed subgroup of R either A = R or = in@: n ~ ]  for 
some real number 8.  If the latter is the case, then In m = m, 0 and In n = n, 8 
for some integers m1 and nl. But then In m/ln n = ml/nl, which is a rational 
number contradicting the hypothesis that m and n are incommensurable. 
Hence 2 = $ i.e., A is dense in R. Hence, for some integers i and j, ilnm 
+ j  ln n  is in the interval (Ink, In (k + E)). 

Clearly, both i and j cannot be negative. We now show that it is 
possible to choose i and j such that both are not positive. Suppose that that 
is not the case. Let (E , )  be a sequence of positive numbers such that E, < E for 

- each r 1 and E, 4 0  as r + m. It follows from the last section that, for 
every r 3 1, there exists a pair i,, j, such that In k < i, Ib m+jr In n < In(k + E,). 

Since E, 4 0  as r + m, it follows that 
. . 

lim m" nJ' = k. 
r+m 
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But, due to our assumption, i,, j, > 0 for every r 3 1. Therefore, the only 

way (15) can be true is if k = m"n" for sufficiently large r. This contradicts 
the assumption that k is not of the form mini. This completes the proof of 
the lemma. 
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