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Abstract. The main results deal with the GI/GI/1 queues with infinite
means of the service times and interarrival times. Theorem 3.1 gives an
asymptotic, in a heavy traffic situation, of the sequence of waiting times of
the consecutive customers. Theorem 4.1 gives an asymptotic of stationary
waiting times in a heavy traffic situation. In a special case, the asymptotic
stationary waiting times have an exponential distribution (Corollary 4.1).
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1. INTRODUCTION

The paper deals with the GI/GI/1 queues with infinite means of the service
times and interarrival times. An example of such queues is the situation when the
distributions of the service times and of the interarrival times belong to the do-
main of attraction of the stable distributions with stable parameters smaller than
one. For such systems we consider an asymptotic, in a heavy traffic situation, of
the sequence of waiting times of the consecutive customers and an asymptotic of
the stationary waiting times. The subject of an asymptotic of the process of the
waiting times and an asymptotic of the stationary waiting times in the heavy traffic
situation, when the means of the service times and interarrival times are finite, is
well known and is nicely and completely presented in Whitt [9]. As far as I know
this subject was not considered in the case when the means of the service times and
interarrival times are infinite. Before giving a motivation to consider this subject in
the last situation let us recall a description of the GI/GI/1 queue with FIFO disci-
pline of the service. Such a system is described by a sequence {(vk, uk), k  1} of
nonnegative random variables vk and uk such that the sequences {vk} and {uk} are
mutually independent and each of them is the sequence of independent and identi-
cally distributed random variables. Then vk represents the service time of the k-th
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unit, k  1, and uk represents the interarrival time between the k-th and (k + 1)-st
units, k  1.

To give a real model of GI/GI/1 queue with infinite means of the service times
and interarrival times let us consider two independent processes W = {W(t),
t  0} and X = {X(t), t  0}, where W is a standard Wiener process and X
is the stable Lévy process with EX(t) = 0, nonpositive jumps and stable param-
eter α0, 1 < α0 ¬ 2. Let tk, k  1, be the first passage time of the level x = k
by the Wiener process and let t

′
k be the first passage time of the level x = k by the

process X. Let

vk
df
= t

′
k − t

′
k−1, uk+1

df
= tk − tk−1, k  1, t0 = t

′
0 = 0.

Then {vk} and {uk} are mutually independent sequences of nonnegative random
variables and each of them is the sequence of independent and identically dis-
tributed random variables. Moreover, uk and vk, k  1, are stable distributed with
stable parameters α = 1/2 and α = 1/α0 < 1, respectively. Of course, Evk =
Euk =∞.

Now, let us imagine that the arrival stream to GI/GI/1 queue and the service
times of units in this system are managed by an operator in the following way.
The operator observes two independent processesW and X and he sends the k-th
unit, k  2, to the system at the moment tk−1 which is the first passage time of
the level x = k, k  2, by the Wiener process W. The k-th unit gets the service
time vk = t

′
k − t

′
k−1 which is the time between the first passage times of the levels

x = k − 1 and x = k, respectively, by the process X. Of course, such a GI/GI/1
queue is with infinite means of the service times and interarrival times.

In the paper, we consider GI/GI/1 queues for which the distributions of the
service times and the interarrival times belong to the domain of attraction of the
stable distributions with stable parameter α < 1. For such queues we give, in the
next section, the sufficient conditions for existing the stationary waiting time (The-
orem 2.1). In the third section, we give an asymptotic, in a heavy traffic situation,
of the sequence of waiting times of the subsequent customers (Theorem 3.1). In the
fourth section, we give an asymptotic of the stationary waiting times in the heavy
traffic situation (Theorem 4.1).

In the paper we use the following notation: (x)+ = max(0, x),
D
= stands for

the equality of distributions of random variables,⇒ means the weak convergence
of distributions of random variables or the weak convergence of distributions of
stochastic processes with sample paths in D[0,∞), while D[0,∞) denotes the
space of real-valued functions on [0,∞), right continuous and with limits from
the left. It is equipped with the Skorokhod J1 topology. The weak convergence
of distributions of stochastic processes with sample paths in D[0,∞) is equipped
with the Skorokhod J1 topology. Furthermore, for a nonnegative random variable
Y we use the notation Y ∼ Sα(σ, γ), which means that Y is stable distributed
with stable parameter α, 0 < α < 1, scale parameter σ, 0 < σ <∞, and location
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parameter γ, 0 ¬ γ <∞. In this case the Laplace transform of Y is of the form

(1.1) E exp(−sY ) = exp(−asα − sγ), s  0,

where a = σα
(
cos(πα/2)

)−1
.

2. STATIONARY WAITING TIME

Let wk denote the waiting time for the service of the k-th unit in the GI/GI/1
queue, with w1 = 0. Then

wk+1 = Sk − min
0¬j¬k

Sj , k  1,

where

S0 = 0, Sk =
k∑

j=1

vj −
k∑

j=1

uj =
k∑

j=1

(vj − uj), k  1.

Let ω be a random variable such that wk ⇒ ω if this limit exists. It means that ω
is a random variable with distribution being the limiting distribution of wk in the
sense of the weak convergence. If this limit exists, then ω is called the stationary
waiting time for the GI/GI/1 queue. Since

wk+1 = Sk − min
0¬j¬k

Sj
D
= max

0¬j¬k
Sj ≡ w̃k, k  1,

and w̃k ¬ w̃k+1, the stationary waiting time exists iff

(2.1) Sk → −∞ a.e.

We know that if Ev1 < Eu1, then (2.1) holds and

(2.2) ω = sup
0¬k<∞

Sk.

From Bingham [3] we know that in the general case (without the assumption
Ev1 < Eu1) the convergence (2.1) holds iff

(2.3)
∞∑
k=1

1

k
P (Sk > 0) <∞,

and then we have (2.2) and the characteristic function of the stationary waiting time
ω is of the form

(2.4) φ(z)
df
= E exp(izω) = exp

{ ∞∑
k=1

1

k

(
E exp

(
iz(Sk)+

)
− 1

)}
, z ∈ R.

The following theorem gives sufficient conditions for (2.1) in the case when
the distributions of the service times and interarrival times belong to the domain of
attraction of the stable distributions.
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THEOREM 2.1. Let the generating sequence {(vk, uk), k  1} for the GI/GI/1
queue be such that

(2.5)
1

k1/α1

k∑
j=1

vj ⇒ ṽ,
1

k1/α2

k∑
j=1

uj ⇒ ũ,

where the random variables ṽ and ũ are stable distributed, with stable parameters
α1 and α2, respectively, and 0 < α2 < α1 < 1. Then

(2.6) w̃k
a.s.→ sup

0¬k<∞

( k∑
j=1

vj −
k∑

j=1

uj
)
≡ ω.

P r o o f. Because {vk} and {uk} are mutually independent and each of them
is the sequence of independent and identically distributed random variables, by the
convergences in (2.5) we get

(2.7)
(

1

k1/α1

[kt]∑
j=1

vj ,
1

k1/α2

[kt]∑
j=1

uj

)
⇒

(
Lv(t), Lu(t)

)
,

where Lv and Lu are mutually independent α1- and α2-stable Lévy processes,
respectively. Hence we get the convergence

1

k1/α2

[kt]∑
j=1

vj −
1

k1/α2

[kt]∑
j=1

uj =
k1/α1

k1/α2

1

k1/α1

[kt]∑
j=1

vj −
1

k1/α2

[kt]∑
j=1

uj(2.8)

⇒ 0 · Lv(t)− Lu(t) = −Lu(t),

which, in turn, implies

(2.9)
k∑

j=1

vj −
k∑

j=1

uj
p→ −∞.

Since the convergence in probability of the series of mutually independent random
variables implies almost sure convergence, we have the following almost sure con-
vergence:

∑k
j=1 vj −

∑k
j=1 uj → −∞. This, in turn, gives the assertion of the

theorem. �

From the above theorem we get immediately the following corollary:

COROLLARY 2.1. If the generating sequence {(vk, uk), k  1} for the GI/GI/1
queue is such that

vk ∼ Sα1(σ1, v̄) and uk ∼ Sα2(σ2, ū),

where 0 < α2 < α1 < 1 and v̄, ū  0, then the convergences (2.5) and (2.6) hold.
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3. AN ASYMPTOTIC OF WAITING TIMES IN HEAVY TRAFFIC

Let {Qn, n  1} be a sequence of GI/GI/1 queues, where Qn is generated by
{(vn,k, un,k), k  1} and let wn,k be the waiting time for the service of the k-th
customer in the Qn system. In this section we consider an asymptotic of wn,k, as
k, n → ∞, in a heavy traffic situation. An example of the heavy traffic situation
is the case when the stability parameters of the interarrival time distributions are
greater than or close to the stability parameters of the service time distributions.
Let

Sn,0 = 0, Sn,k =
k∑

j=1

vn,j −
k∑

j=1

un,j =
k∑

j=1

(vn,j − un,j), k  1, n  1.

Then
wn,k+1 = Sn,k − min

0¬j¬k
Sn,j .

Let
Wn(t) = k

−1/αn,2
n wn,[knt]+1, t  0,

(3.1)

Vn(t) =
1

k
1/αn,1
n

[knt]∑
j=1

(vn,j − v̄n), Un(t) =
1

k
1/αn,2
n

[knt]∑
j=1

(un,j − ūn), t  0,

where v̄n and ūn, n  1, are nonnegative numbers, {kn} is a sequence of positive
integers tending to infinity and 0 < αn,1, αn,2 < 1.

THEOREM 3.1. Let the sequences {αn,1}, {αn,2}, {v̄n}, {ūn} and {kn} be
such that

αn,1 → α1, αn,2 → α2, 0 < α1, α2 < 1,(3.2)

k
1/αn,1−1/αn,2
n → a, 0 ¬ a <∞,(3.3)

k
(αn,2−1)/αn,2
n (v̄n − ūn) ≡ µn → µ, |µ| <∞.(3.4)

Furthermore, let

(3.5) Vn ⇒ V, Un ⇒ U

in D[0,∞) with Skorokhod J1 topology, where V and U are α1- and α2-stable
Lévy processes, respectively. Then

(3.6) Wn ⇒W

in D[0,∞) with Skorokhod J1 topology, where for each t  0

W (t) = aV (t)− U(t) + µt− inf
0¬s¬t

(
aV (s)− U(s) + µs

)
(3.7)

D
= sup

0¬s¬t

(
aV (s)− U(s) + µs

)
.
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P r o o f. Let f be the mapping of D[0,∞) into D[0,∞) defined as f(x)(t) =
x(t)− inf0¬s¬t x(s). The mapping f is continuous in D[0,∞) with Skorokhod J1
topology. Notice that

Wn(t) =
1

k
1/αn,2
n

w[knt]+1 = f(Xn)(t),

where

Xn(t)
df
=

1

k
1/αn,2
n

[knt]∑
j=1

vn,j −
1

k
1/αn,2
n

[knt]∑
j=1

un,j , t  0, n  1.

But
Xn = k

1/αn,1−1/αn,2
n Vn − Un + ηn,

where

ηn(t) = (v̄n − ūn)
[knt]

kn
k
1−1/αn,2
n , t  0, n  1.

Using the mutual independence of processes Vn, Un and ηn and the conver-
gences in (3.5) and (3.4), we get

(Vn, Un, ηn)⇒ (V,U, µe),

in D[0,∞) × D[0,∞) × D[0,∞) with product Skorokhod J1 topology, where
e(t) = t, t  0. This and the mutual independence of processes V,U and e give
the convergence

k
1/αn,1−1/αn,2
n Vn − Un + ηn ⇒ aV − U + µe

in D[0,∞) with Skorokhod J1 topology. Now, using the continuity of the map-
ping f in D[0,∞) with Skorokhod J1 topology and Theorem 5.1 from Billingsley
[2], we get the assertion of the theorem. �

The following remark describes the situations in which a = 1 or 0 < a <∞
or a = 0 in condition (3.3).

REMARK 3.1. The following implications hold:

If αn,2 − αn,1 → 0 and kn
αn,2 − αn,1

αn,1αn,2
→ c, c ∈ R, then a = 1.(3.8)

If ln(kn)
αn,1 − αn,2

αn,1αn,2
→ c and c = ln a, then 0 < a <∞.(3.9)

If αn,2 < αn,1, then a = 0.(3.10)
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P r o o f. Let
βn =

1

αn,2
− 1

αn,1
=

αn,1 − αn,2

αn,1αn,2
.

The implication in (3.8) follows from the equality

k
1/αn,1
n /k

1/αn,2
n = k(1/kn)·kn(−βn

n )

and from the convergences k
1/kn
n → 1 and knβn → −c, c ∈ R. The implication

in (3.9) follows from the representation

k
1/αn,1
n /k

1/αn,2
n = k−βn

n = eln(kn)(−βn)

and the assumed convergence. The implication in (3.10) follows from the repre-
sentation

k
1/αn,1
n /k

1/αn,2
n = k−βn

n ,

where βn > 0. This completes the proof of the remark. �

COROLLARY 3.1. If {(vn,k, un,k), k  1}, n  1, are such that

vn,k ∼ Sαn,1(σ
2
n,1, v̄n), un,k ∼ Sαn,2(σ

2
n,2, ūn),

where αn,1 → α, αn,2 → α, 0 < α < 1, and the convergences (3.3)–(3.5) hold,
then the convergence (3.6) holds, where V and U are α-stable Lévy processes.

COROLLARY 3.2. If {(vn,k, un,k), k  1}, n  1, are such that

vn,k ∼ Sα(σ
2
1, v̄n), un,k ∼ Sα(σ

2
2, ūn),

then condition (3.5) holds. Furthermore, if condition (3.4) holds, then the conver-
gence (3.6) holds with a = 1, and V and U are α-stable Lévy processes.

COROLLARY 3.3. If {(vn,k, un,k), k  1}, n  1, are such that

vn,k ∼ Sα1(σ
2
1, v̄n), un,k ∼ Sα2(σ

2
2, ūn)

for each t  0, where 0 < α2 < α1 < 1, then condition (3.5) holds. Furthermore,
if condition (3.4) holds with µ > 0, then (3.6) holds with

(3.11) W (t) = µt− U(t)− inf
0¬s¬t

(
µs− U(s)

) D
= sup

0¬s¬t

(
µs− U(s)

)
,

where U is an α-stable Lévy process.

P r o o f. The corollary follows from Theorem 3.1 with a = 0. �
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REMARK 3.2. If U is an α-stable Lévy process with α = 1/2 and such that
U(1) ∼ S1/2(σ, 1), then

sup
0¬s¬t

(
µs− U(s)

) D
=

µ√
σ

sup
0¬s¬U(t)

(
W(s)−

√
σ

µ
s

)
,

whereW is a Wiener process. Moreover,

sup
0¬s<∞

(
µs− U(s)

) D
=

µ√
σ

sup
0¬s<∞

(
W(s)−

√
σ

µ
s

)
≡M,

and

P (M > x) = exp
(
− 2(σ/µ2)x

)
, x  0.

P r o o f. Using Proposition 1.2.11 from [6], p. 14, we get

(3.12) E exp
(
− sU(1)

)
= exp(−

√
as), s  0, with a = 2σ.

Now, by Example 1.3.21 in [1], p. 51, we get

(3.13) E exp
(
− sT (t)

)
= exp(−tδ

√
2s), s  0,

where

T (t) = inf{u :W = δt}, 0 < δ <∞.

Consequently, from (3.12) and (3.13) we get δ
√
2 =
√
a, which implies δ =

√
σ.

But

sup
0¬t<∞

(
µt− T (t)

)
= sup

0¬t<∞

(
µt− U(t)

)
.

Putting U(t) = s ifW(s) = δt, we get

sup
0¬t<∞

(
µt− U(t)

)
= sup

0¬t<∞

(
µ

δ
W(s)− s

)
=

µ

δ
sup

0¬t<∞

(
W(s)− δ

µ

)
≡M.

Using Corollary 5.1 from [5], p. 361, we get

P (M > x) = exp

(
− 2

σ

µ2
x

)
, x  0.

This completes the proof of the remark. �
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4. AN ASYMPTOTIC OF STATIONARY WAITING TIME IN HEAVY TRAFFIC

Let ωn be the stationary waiting time for the GI/GI/1 queue Qn generated by
{(vn,k, un,k), k  1}, n  1, and let

(4.1) vn,k ∼ Sαn,1(σn,1, v̄n), un,k ∼ Sαn,2(σn,2, ūn),

(4.2) 0 < αn,2 < αn,1 < 1.

Let Fn and F be the distribution functions of un,k − ūn and of u ∼ Sα2(σ, 0),
respectively. Below, {kn} represents a sequence of positive integers tending to
infinity.

The following theorem gives the asymptotic of the stationary waiting time in
a heavy traffic situation defined by conditions (4.3)–(4.5).

THEOREM 4.1. Let {αn,1}, {αn,2}, {v̄n}, {ūn} and {kn} be the sequences
such that

(4.3) 0 < αn,2 ¬ α2 < α1 ¬ αn,1 < 1, αn,2 ↑ α2, αn,1 ↓ α1,

(4.4) k
1/αn,1−1/αn,2
n → 0,

(4.5) v̄n − ūn →∞, k
(αn,2−1)/αn,2
n (v̄n − ūn) ≡ µn → µ, µ > 0.

(4.6) k
(αn,2−1)/αn,2
n (2v̄n − ūn) = an < a <∞,

(4.7) Fn(a2
i(1−1/αn,2)) ¬ ãF (a2i(1−1/α2)), ã <∞.

Furthermore, let

(4.8) Vn ⇒ V, Un ⇒ U

in D[0,∞) with Skorokhod J1 topology, where V and U are α1- and α2-stable
Lévy processes. Then

(4.9)
1

k1/αn,2
ωn ⇒ sup

0¬t<∞

(
µt− U(t)

)
.

P r o o f. By Theorem 2.1 and the assumptions (4.1) and (4.2) we get

ωn = sup
0¬k<∞

Sn,k = sup
0¬t<∞

Sn,[knt], n  1.
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But

1

k
1/αn,2
n

Sn,[knt] =
1

k
1/αn,2
n

[knt]∑
j=1

vn,j −
1

k
1/αn,2
n

[knt]∑
j=1

un,j

=
k
1/αn,1
n

k
1/αn,2
n

1

k
1/αn,1
n

[knt]∑
j=1

(vn,j − v̄n)−
1

k
1/αn,2
n

[knt]∑
j=1

(un,j − ūn)+(v̄n − ūn)
[knt]

k1/αn,2

= k
(αn,2−αn,1)/αn,1αn,2
n Vn(t)− Un(t) + (v̄n − ūn)

[knt]

kn
k
1−1/αn,2
n .

Hence and by the mutual independence of processes Vn and Un, together with the
convergence (4.8) and assumption (4.4), we get the convergence

1

k
1/αn,2
n

Sn,[kn·] ⇒ µe− U

in D[0,∞) with Skorokhod J1 topology.
To complete the proof of the theorem, i.e. to show the convergence

1

k
1/αn,2
n

ωn ≡ sup
0¬t<∞

1

k
1/αn,2
n

Sn,[knt] ⇒ sup
0¬t<∞

(
µt− U(t)

)
,

we need to prove the tightness of the sequence {ωn/cn}, where cn = k
1/αn,2
n (see

the Heavy Traffic Invariance Principle in [8]).
Let ti = 2i, i = 0, 1, 2, . . . Then for any c > 0 we have

P

(
1

cn
ωn > c

)
= P

(
1

cn
sup

0¬t<∞
Sn,[knt] > c

)

= P

( ∞∪
i=0

{
1

cn
sup

ti¬t<ti+1

Sn,[knt] > c

})
¬
∞∑
i=0

P

(
1

cn
sup

ti¬t<ti+1

Sn,[knt] > c

)
.

But

sup
ti¬t<ti+1

Sn,[knt] = sup
ti¬t<ti+1

(Sn,[knt] − Sn,[knti] + Sn,[knti])

= Sn,[knti] + sup
ti¬t<ti+1

(Sn,[knt] − Sn,[knti]) = Sn,knti + sup
0¬t¬ti+1−ti

S̃n,[knt]

= Sn,kn2i + sup
0¬t¬2i

S̃n,[knt],

where

S̃n,[knt] =
[knt]∑
j=1

(ṽn,j − ũn,j),
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and the sequences {(ṽn,j , ũn,j), j  1} and {(vn,j , un,j), j  1} are mutually in-
dependent, {(ṽn,j , ũn,j), j  1} being a probabilistic copy of {(vn,j , un,j), j  1}.
Hence

(4.10) P

(
1

cn
ωn > c

)
¬
∞∑
i=0

P

(
1

cn
Sn,2ikn +

1

cn
sup

0¬t¬2i
S̃n,[knt] > c

)
.

But

sup
0¬t¬2i

S̃n,[knt] ¬
2ikn∑
j=1

ṽn,j =
2ikn∑
j=1

(ṽn,j − v̄n) + 2iknv̄n(4.11)

= (2ikn)
1/αn,1(2ikn)

−1/αn,1

kn∑
j=1

(ṽn,j − v̄n) + 2iknv̄n

D
= (2ikn)

1/αn,1(ṽn,j − v̄n) + 2iknv̄n
D
= (2ikn)

1/αn,1 ṽn + 2iknv̄n,

where ṽn
D
= (ṽn,j − v̄n) and ṽn is independent of {(vn,j , un,j), j  1}.

Notice that

Sn,2ikn =
2ikn∑
j=1

(vn,j − v̄n)−
2ikn∑
j=1

(un,j − ūn) + 2ikn(v̄n − ūn)(4.12)

= (2ikn)
1/αn,1(2ikn)

−1/αn,1

2ikn∑
j=1

(vn,j − v̄n)

− (2ikn)
1/αn,2(2ikn)

−1/αn,2

2ikn∑
j=1

(un,j − ūn) + 2ikn(v̄n − ūn)

D
= (2ikn)

1/αn,1vn − (2ikn)
1/αn,2un + 2ikn(v̄n − ūn),

where vn
D
= (vn,j − v̄n)

D
= ṽn, un

D
= (un,j − ūn) and vn, ṽn, un are mutually in-

dependent. Hence, by (4.10)–(4.12), we get

(4.13) P

(
1

cn
ωn > c

)
¬
∞∑
i=0

P
(
k
1/αn,1−1/αn,2
n 2i/αn,1vn − 2i/αn,2un

+ k
1/αn,1−1/αn,2
n 2i/αn,1 ṽn + 2ik

1−1/αn,2
n (v̄n − ūn) + 2ik

1−1/αn,2
n v̄n > c

)
.

But

vn + ṽn = 21/αn,12−1/αn,1(vn + ṽn)
D
= 21/αn,1vn.
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Hence, since βn = 1/αn,2 − 1/αn,1, we get

(4.14) P

(
1

cn
ωn > c

)
¬

¬
∞∑
i=0

P
(
k−βn
n (21/αn,1)i+1vn − 2i/αn,2un + 2ik

1−1/αn,2
n (2v̄n − ūn) > c

)
¬
∞∑
i=0

P
(
k−βn
n (21/αn,1)i+1vn − 2i/αn,2un + 2ia > c

)
=
∞∑
i=0

P
(
vn−kβn

n (2iβn2−1/αn,1un − 2i(1−1/αn,1)2−1/αn,1a) > kβn
n 2−(i+1)/αn,1c

)
¬
∞∑
i=0

P
(
vn − kβn

n 2−1/αn,1(2iβnun − 2i(1−1/αn,1)a) > 0
)
.

Let fn be the density of the distribution function of un, and assume that An,i

and Bn,i are the following sets in R:

An,i = {x : 2iβnx− 2i(1−1/αn,1)a < 0} = {x : x < 2i(1−1/αn,2)a},
Bn,i = R−An,i.

Furthermore, let

Cn,i =
∫

An,i

P
(
vn − kβn

n 2−1/αn,1(2iβnx− 2i(1−1/αn,1)a) > 0
)
fn(x)dx,

Dn,i =
∫

Bn,i

P
(
vn − kβn

n 2−1/αn,1(2iβnx− 2i(1−1/αn,1)a) > 0
)
fn(x)dx.

Then, using (4.14), we get

(4.15) P

(
1

cn
ωn > c

)
¬
∞∑
i=0

Cn,i +
∞∑
i=0

Dn,i.

Since vn  0, we have
∞∑
i=0

Cn,i =
∞∑
i=0

∫
An,i

fn(x)dx =
∞∑
i=0

P (un ¬ a2i(1−1/αn,2))

=
∞∑
i=0

Fn(a2
i(1−1/αn,2)) ¬

∞∑
i=0

Fn(zn,i).

Now, by condition (4.7) and the inequality zn,i=a2i(1−1/αn,2)¬a2i(1−1/α2)≡zi,
we get

(4.16)
∞∑
i=0

Cn,i ¬ ã
∞∑
i=0

F (zi) = ã
∞∑
i=0

F (zi) exp(z
−α2
i ) exp(−z−α2

i ).
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Theorem 1 in Feller [4], p. 448, says that if Gα is the distribution function
of the strictly stable distribution with 0 < α < 1, then the following convergence
holds:

(4.17) Gα(x) exp(x
−α)→ 0 as x→ 0.

Hence and by the convergence, zi → 0, the sequence F (zi) exp(z
−α2
i ) is bounded,

say by b < 0. Therefore,

(4.18)
∞∑
i=0

Cn,i ¬ bã
∞∑
i=0

exp(−z−α2
i ).

This and the relations

z−α2
i = a−α2(2i(1−1/α2))−α2 = a−α22i(1−α2)  a−α2i21−α2

give

∞∑
i=0

exp(−z−α2
i ) ¬

∞∑
i=0

(
exp(−a−α221−α2)

)i
=

(
1− exp(−a−α221−α2)

)−1
<∞,

which implies that the series
∑∞

i=0Cn,i is uniformly bounded with respect to n by
the finite series bã

∑∞
i=0 exp(−z

−α2
i ).

Now, using the relation P (vn > x) ≈ x−αn,1 for large x to the second com-
ponent of (4.14), we get

∞∑
i=0

Dn,i =
∞∑
i=0

∫
Bn,i

P
(
vn > kβn

n 2−1/αn,1(2iβnx− 2i(1−1/αn,1)a)
)
fn(x)dx

≈
∞∑
i=0

∫
Bn,i

(
kβn
n 2−1/αn,1(2iβnx− 2i(1−1/αn,1)a)

)−αn,1fn(x)dx

= 2k
−βnαn,1
n

∞∑
i=0

∫
Bn,i

(2iβnx− 2i(1−1/αn,1)a)−αn,1fn(x)dx

¬ 2k
−βnαn,1
n

∞∑
i=0

∫
Bn,i

|2iβnx− a|−αn,1fn(x)dx

¬ 2k
−βnαn,1
n

∞∑
i=0

∫
Bn,i

(2−βnαn,1)i|x− 2−iβna|−αn,1fn(x)dx

¬ 2k
−βnαn,1
n

∞∑
i=0

(2−βnαn,1)iE|un − a|−αn,1

¬ 2k
−βnαn,1
n E|un − a|−αn,1(1− 2−βnαn,1)−1.
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The above is finite because of the equation (25.5) in Sato [7], p. 162, which gives

Eu
−αn,1
n = γ

−αn,1/αn,2
n

Γ(1 + αn,1/αn,2)

Γ(1 + αn,1)
= c̃ <∞, where γn = O(1).

Since αn,2 ¬ α2 ¬ α1 ¬ αn,2, we have

−βnαn,1 = 1− αn,1/αn,2 ¬ 1− α1/α2,

which gives 2αn,1/αn,2  2α1/α2 . Hence for some finite D <∞ we have

(4.19)
∞∑
i=0

Dn,i ¬ D
∞∑
i=0

(2−βnαn,1)i ¬ D
∞∑
i=0

21−α1/α2 <∞,

which implies that the series
∑∞

i=0Dn,i is uniformly bounded with respect to n by
the convergent series. This and (4.18) imply that we can pass with n under the sum
in (4.14), so we get

lim
n

P

(
1

cn
ωn > c

)
¬
∞∑
i=0

lim
n

P
(
k−βn
n (21/αn,1)i+1vn − 2i/αn,2un + 2ian > c

)(4.20)

=
∞∑
i=0

P (−2i/α2u+ 2ia > c),

where the random variable u is strictly α2-stable. But

∞∑
i=0

P (−2i/α2u+ 2ia > c) ¬
∞∑
i=0

P (u < 2i(1−1/α2)a)

=
∞∑
i=0

F (xi) exp(x
−α2
i ) exp(−x−α2

i ) ¬ d̃
∞∑
i=0

exp(−2i(1−α2)) <∞,

where in view of (4.19) we have

sup
i

F (xi) exp(x
−α2
i ) < d̃ <∞.

This implies that the series
∑∞

i=0 P (−2i/α2u + 2ia > c) is uniformly bounded
with respect to c by the convergent series d̃

∑∞
i=0 exp(−2

i(1−α2)). Therefore, pass-
ing with c→∞ under the sum on the right-hand side of (4.20), we get

lim
c→∞

lim
n

P

(
1

cn
ωn > c

)
= 0,

which, in turn, implies that the sequence
{

1
cn
ωn

}
is tight. This completes the proof

of the theorem. �
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REMARK 4.1. Condition (4.7) holds true when the distribution function of
(un − ūn)

σ
σn

is F.

By Remark 3.2 we get the following corollary.

COROLLARY 4.1. If U is an α-stable Lévy process with α = 1/2 and such
that U(1) ∼ S1/2(σ, 1), then

sup
0¬s<∞

(
µs− U(s)

) D
=

µ√
σ

sup
0¬s<∞

(
W(s)−

√
σ

µ
s

)
≡M,

whereW is a Wiener process and

P (M > x) = exp
(
− 2(σ/µ2)x

)
, x  0.
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