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Abstract. In the present paper we introduce the notion of strongly orthogonal martingales. Moreover, we show that for any UMD Banach space $X$ and for any $X$-valued strongly orthogonal martingales $M$ and $N$ such that $N$ is weakly differentially subordinate to $M$, one has, for all $1 < p < \infty$,

$$E\|N_t\|^p \leq \chi_{p,X}^p E\|M_t\|^p, \quad t \geq 0,$$

with the sharp constant $\chi_{p,X}$ being the norm of a decoupling-type martingale transform and lying in the range

$$\max\{\beta_{p,X}, \sqrt{h_{p,X}}\} \leq \max\{\beta_{p,X}^{+}, \beta_{p,X}^{-}\} \leq \chi_{p,X} \leq \min\{\beta_{p,X}, h_{p,X}\},$$

where $\beta_{p,X}$ is the UMD$_p$ constant of $X$, $h_{p,X}$ is the norm of the Hilbert transform on $L^p(\mathbb{R}; X)$, and $\beta_{p,X}^{+}$ and $\beta_{p,X}^{-}$ are the Gaussian decoupling constants.
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1. INTRODUCTION

Weak differential subordination of Banach-space-valued martingales was recently discovered in [36], [37], [35], [24] as a natural extension of differential subordination in the sense of Burkholder and Wang [32], [8] to infinite dimensions, and it has the following form: for a given Banach space $X$, an $X$-valued martingale $N$ is \textit{weakly differentially subordinate} to an $X$-valued local martingale $M$ if a.s.

$$|\langle N_0, x^* \rangle| \leq |\langle M_0, x^* \rangle|,$$

$$|\langle N, x^* \rangle|_{t} - |\langle N, x^* \rangle|_{s} \leq |\langle M, x^* \rangle|_{t} - |\langle M, x^* \rangle|_{s}, \quad 0 \leq s \leq t,$$
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for any $x^* \in X^*$, where $[\cdot]$ is the quadratic variation of a martingale (see Subsection 2.2).

Weak differential subordination, especially if $X$ satisfies the UMD property (see Subsection 2.1), has several applications in harmonic analysis. On the one hand, $L^p$-bounds for weakly differentially subordinate purely discontinuous martingales imply estimates for $L^p$-norms of Lévy multipliers. Namely, it was shown in [36] that if $T_m$ is a Lévy multiplier (i.e. a Fourier multiplier generated by a Lévy measure [2], [1]), then by using weakly differentially subordinate purely discontinuous martingales one finds that for any $1 < p < \infty$ the $L^p$-norm of $T_m$ acting on $X$-valued functions is bounded by the UMD constant $\beta_{p,X}$ (whose finiteness characterizes the UMD property, see Subsection 2.1).

On the other hand, various bounds for weakly differentially subordinate orthogonal martingales coincide with the same type of estimates for the Hilbert transform (see [24] by Osękowski and the present author). Recall that two $X$-valued martingales $M$ and $N$ are orthogonal if for any $x^* \in X^*$ one has a.s.,

$$\langle M_0, x^* \rangle \cdot \langle N_0, x^* \rangle = 0 \quad \text{and} \quad [\langle M, x^* \rangle, \langle N, x^* \rangle]_t = 0, \quad t \geq 0,$$

where $[\cdot, \cdot]$ is the covariation of two martingales (see Subsection 2.2). In particular, it was shown in [24] that for any UMD Banach space $X$ and any $X$-valued orthogonal martingales $M$ and $N$ such that $N$ is weakly differentially subordinate to $M$, for every $1 < p < \infty$ one has

$$E\|N_t\|^p \leq h_{p,X}^p E\|M_t\|^p, \quad t \geq 0,$$

where the sharp constant $h_{p,X}$ is the norm of the Hilbert transform on $L^p(\mathbb{R}; X)$.

The goal of the present paper is to prove sharp $L^p$-estimates for strongly orthogonal weakly differentially subordinate martingales. We call two $X$-valued martingales $M$ and $N$ strongly orthogonal if for any $x^*, y^* \in X^*$ a.s.

$$\langle M_0, x^* \rangle \cdot \langle N_0, y^* \rangle = 0 \quad \text{and} \quad [\langle M, x^* \rangle, \langle N, y^* \rangle]_t = 0, \quad t \geq 0.$$

A classical example of strongly orthogonal martingales is provided by stochastic integrals $\int \Phi \, dW$ and $\int \Phi \, d\tilde{W}$, where $\Phi$ is an $X$-valued elementary predictable process, and $W$ and $\tilde{W}$ are independent Brownian motions. We prove that for any strongly orthogonal weakly differentially subordinate martingales $M$ and $N$,

$$E\|N_t\|^p \leq \chi^p E\|M_t\|^p, \quad t \geq 0, \quad 1 < p < \infty,$$

where the sharp constant $\chi = \chi_{p,X}$ is within the range

$$\max\{\sqrt{\beta_{p,X}}, \sqrt{h_{p,X}}\} \leq \chi_{p,X} \leq \min\{\beta_{p,X}, h_{p,X}\}.$$

The main technique we use in order to prove (1.1) is the Bellman function method. More specifically, we show that the following are equivalent:
(A) \((1.1)\) holds for a constant \(\chi > 0\),

(B) there exists \(U^{SO} : X + iX \to \mathbb{R}\) such that \(U^{SO}(x) \geq 0\) for any \(x \in X\),

\[ z \mapsto U^{SO}(x_0 + iy_0 + zx) \text{ is subharmonic in } z \in \mathbb{C} \text{ for any } x_0, y_0, x \in X, \]

and

\[ U^{SO}(x + iy) \leq \chi^p \|x\|^p - \|y\|^p, \quad x, y \in X. \]

Notice that this method is not new. Namely, in \([36]\) the Burkholder function \(U : X \times X \to \mathbb{R}\) was applied which first appeared in the paper \([9]\) by Burkholder, and in \([24]\) a plurisubharmonic function \(U_H : X + iX \to \mathbb{R}\) was used, which was first constructed in the paper \([17]\) by Hollenbeck, Kalton, and Verbitsky. The novelty of the present paper is in minimizing the necessary properties of the Bellman function. Namely, both \(-U\) and \(U_H\) satisfy the property (B) above (which makes the upper bound of (1.2) elementary).

In order to show the lower bounds of (1.2) and to characterize the least admissible constant \(\chi_{p,X}\) we will need the example presented above. It is shown in Sections 3 and 4 that the sharp constant \(\chi_{p,X}\) is the smallest constant \(\chi > 0\) such that for any independent Brownian motions \(W\) and \(\tilde{W}\) and for any elementary predictable \(X\)-valued \(\Phi\) one has

\[ \mathbb{E}\left\| \int_0^\infty \Phi \, d\tilde{W} \right\|^p \leq \chi^p \mathbb{E}\left\| \int_0^\infty \Phi \, dW \right\|^p. \]

Thus the desired lower bound of (1.2) follows from the well-known decoupling-type inequalities of Garling \([13]\).

Notice that if \(X = \mathbb{R}\), then \(\chi_{p,X} = h_{p,X}\) (see Remark 3.3). Nevertheless, it remains open whether this equality holds for a general UMD Banach space \(X\). Moreover, if this is the case, then it solves a celebrated open problem about linear dependence of the constants \(\beta_{p,X}\) and \(h_{p,X}\); see \([6, p. 48]\) and \([18, 15, 36, 24]\) (so far only a quadratic dependence is known, see (2.2)).

2. PRELIMINARIES

Throughout the paper all Banach spaces are assumed to be over \(\mathbb{R}\) unless otherwise stated. We also assume that any filtration satisfies the usual conditions. In particular, any filtration is right-continuous, and thus all the local martingales exploited in the article have càdlàg versions (right continuous with left limits \([28, 36]\)). Furthermore, for any Banach space \(X\), for any càdlàg process \(A : \mathbb{R}_+ \times \Omega \to X\) and any stopping time \(\tau\) we define

\[ \Delta A_\tau := \lim_{\varepsilon \to 0} (A_\tau - A_{(\tau - \varepsilon)^\wedge 0}). \]

2.1. UMD Banach spaces. A Banach space \(X\) is called \(UMD\) if for some (equivalently, all) \(p \in (1, \infty)\) there exists a constant \(\beta > 0\) such that for every \(N \geq 1\),
every martingale difference sequence \((d_n)_{n=1}^N\) in \(L^p(\Omega; X)\), and every \([-1, 1]\)-valued sequence \((\varepsilon_n)_{n=1}^N\) we have
\[
\left( E \left\| \sum_{n=1}^N \varepsilon_n d_n \right\|^p \right)^{1/p} \leq \beta \left( E \left\| \sum_{n=1}^N d_n \right\|^p \right)^{1/p}.
\]
The least admissible constant \(\beta\) is denoted by \(\beta_{p,X}\) and called the UMD\(_p\) constant or, if the value of \(p\) is understood, the UMD constant of \(X\). It is well-known that UMD spaces have a large number of useful properties, such as being reflexive. Examples of UMD spaces include all finite-dimensional spaces and the reflexive range of \(L^q\)-, Besov, Sobolev, Schatten class, and Musielak–Orlicz spaces. Examples of spaces without the UMD property include all nonreflexive Banach spaces, e.g. \(L^1(0, 1)\) or \(C([0, 1])\). We refer to \([10, 18, 27, 25]\) for details.

2.2. Quadratic variation. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with a filtration \(\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}\) that satisfies the usual conditions. Let \(M : \mathbb{R}_+ \times \Omega \to \mathbb{R}\) be a local martingale. We define the quadratic variation of \(M\)
\[
[M]_t := \mathbb{P}\lim_{\text{mesh} \to 0} \sum_{n=1}^N \left| M(t_n) - M(t_{n-1}) \right|^2,
\]
where the limit in probability is taken over partitions \(0 = t_0 < \cdots < t_N = t\). Note that \([M]\) exists and is nondecreasing a.s. The reader can find more on quadratic variations in \([20, 26, 12]\). For any martingales \(M, N : \mathbb{R}_+ \times \Omega \to \mathbb{R}\) we can define their covariation \([M, N] : \mathbb{R}_+ \times \Omega \to \mathbb{R}\) as \([M, N] := \frac{1}{4}([M + N] - [M - N])\). Since \(M\) and \(N\) have càdlàg versions, \([M, N]\) has a càdlàg version as well (see e.g. \([19\,\text{Theorem I.4.47}]\)).

A local martingale \(M : \mathbb{R}_+ \times \Omega \to \mathbb{R}\) is called purely discontinuous if \([M]\) is a.s. pure jump, i.e. \([M]_t = \sum_{0 \leq s \leq t} \Delta [M]_s\) a.s. Let \(X\) be a Banach space. Then an \(X\)-valued local martingale \(M : \mathbb{R}_+ \times \Omega \to X\) is called purely discontinuous if \(\langle M, x^* \rangle\) is purely discontinuous for any \(x^* \in X^*\). Note that if \(X\) is UMD, then any local martingale \(M\) has a unique decomposition into the sum of a continuous local martingale \(M^c\) with \(M^c_0 = 0\) and a purely discontinuous local martingale \(M^d\) (see \([33]\)). We refer to \([20, 19, 36, 37, 33]\) for details on purely discontinuous martingales.

2.3. Weak differential subordination of martingales. Let \(X\) be a Banach space. Let \(M, N : \mathbb{R}_+ \times \Omega \to X\) be local martingales. Then we say that \(N\) is weakly differentially subordinate to \(M\) (written \(N \ll M\)) if for each \(x^* \in X^*\), \(\langle N, x^* \rangle\) is an a.s. nondecreasing function and \(|\langle N_0, x^* \rangle| \leq |\langle M_0, x^* \rangle|\) a.s.

This definition first appeared in \([36]\) as a natural extension of differential subordination of real-valued martingales. Later in \([37]\) the first \(L^p\)-estimates for weakly differentially subordinate martingales were obtained, which have been significantly improved in \([24]\) in the continuous-time case.
2.4. Orthogonal martingales. Let $M$ and $N$ be local martingales taking values in a given Banach space $X$. Then $M$ and $N$ are said to be orthogonal if $\langle M_0, x^* \rangle \cdot \langle N_0, x^* \rangle = 0$ and $\langle (M, x^*), (N, x^*), (M, x^*), \rangle = 0$ almost surely for all $x^* \in X^*$.

**Remark 2.1.** Assume that $M$ and $N$ are local martingales taking values in some Banach space $X$. If $M$ and $N$ are orthogonal and $N$ is weakly differentially subordinate to $M$, then $N_0 = 0$ almost surely (which follows immediately from the above definitions, see [24]). Moreover, under these assumptions, $N$ must have continuous trajectories with probability 1. Indeed, in that case for any fixed $x^* \in X^*$ the real-valued local martingales $\langle M, x^* \rangle$ and $\langle N, x^* \rangle$ are orthogonal and $\langle N, x^* \rangle \ll \langle M, x^* \rangle$. Therefore, $\langle N, x^* \rangle$ has a continuous version for each $x^* \in X^*$ by [23] Lemma 3.1 (see also [4, Lemma 1]), which in turn implies that $N$ is continuous since any $X$-valued local martingale has a càdlàg version.

2.5. Stochastic integration. For given Banach spaces $X$ and $Y$, $\mathcal{L}(X, Y)$ will denote the class of all linear operators from $X$ to $Y$. We will also write $\mathcal{L}(X) = \mathcal{L}(X, X)$. Suppose that $H$ is a Hilbert space. For each $h \in H$ and $x \in X$, we denote by $h \otimes x$ the associated linear operator given by $g \mapsto \langle g, h \rangle x$, $g \in H$.

A process $\Phi : \mathbb{R}_+ \times \Omega \to \mathcal{L}(H, X)$ is called **elementary predictable** with respect to the filtration $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ if it is of the form

$$
\Phi(t, \omega) = \sum_{k=1}^{K} \sum_{m=1}^{M} \mathbf{1}_{(t_{k-1}, t_k]}(t) \times B_{mk}(t, \omega) \sum_{n=1}^{N} h_n \otimes x_{kmn}, \quad t \geq 0, \omega \in \Omega.
$$

Here $0 \leq t_0 < \cdots < t_K < \infty$, the sets $B_{1k}, \ldots, B_{MK}$ belong to $\mathcal{F}_{t_{k-1}}$ for each $k = 1, \ldots, K$, and the vectors $h_1, \ldots, h_N$ are assumed to be orthogonal.

Suppose further that $M$ is an adapted local martingale taking values in $H$. Then the **stochastic integral** $\int_0^t \Phi \, dM : \mathbb{R}_+ \times \Omega \to X$ of $\Phi$ with respect to $M$ is defined by the formula

$$
\int_0^t \Phi \, dM = \sum_{k=1}^{K} \sum_{m=1}^{M} \mathbf{1}_{B_{mk}} \sum_{n=1}^{N} \langle M(t_k \land t) - M(t_{k-1} \land t), h_n \rangle x_{kmn}, \quad t \geq 0.
$$

**Remark 2.2.** If both $X$ and $H$ are finite-dimensional, then we may assume that $X$ is isomorphic to $\mathbb{R}^d$, and thus by [20] Theorems 26.6 and 26.12] we can extend the stochastic integration from elementary predictable processes to all the predictable processes $\Phi : \mathbb{R}_+ \times \Omega \to \mathcal{L}(H, X)$ with

$$
\mathbb{E}\left( \sum_{i=1}^n \int_0^\infty \|\Phi h_i\|^2 \, d[\langle M, h_i \rangle]_s \right)^{1/2} < \infty,
$$

where $n$ is the dimension of $H$ and $h_1, \ldots, h_n$ is an orthonormal basis of $H$. In fact, a similar characterization of stochastic integration can be shown for infinite-dimensional $X$ and $H$ by using $\gamma$-norms (see [22], [34], [31], [29]).
2.6. Hilbert transform. Let $X$ be a Banach space. The Hilbert transform $\mathcal{H}_X$ is the singular integral operator that maps a step function $f : \mathbb{R} \to X$ to the function

$$\mathcal{H}_X f (t) := \frac{1}{\pi} \text{p.v.} \int_\mathbb{R} \frac{f(s)}{t-s} \, ds, \quad t \in \mathbb{R}.$$ 

For any $1 < p < \infty$ we denote the norm of $\mathcal{H}_X$ on $L^p(\mathbb{R}; X)$ by $h_{p,X}$. Note that from [7], [5] we know that $h_{p,X} < \infty$ if and only if $X$ is UMD. Moreover, by [13], [5], for every $1 < p < \infty$,

$$\sqrt{\beta_{p,X}} \leq h_{p,X} \leq \beta_{p,X}^2. \quad (2.2)$$

Remark 2.3. Recently in [24] it was shown that $h_{p,X}$ is the smallest constant $h$ such that there exists a plurisubharmonic function $U_{\mathcal{H}} : X + iX \to \mathbb{R}$ (i.e. $z \mapsto U_{\mathcal{H}}(x_0 + iy_0 + z(x + iy))$ is subharmonic in $z \in \mathbb{C}$ for any fixed $x_0, y_0, x, y \in X$) such that $U_{\mathcal{H}}(x) \geq 0$ for any $x \in X$ and $U_{\mathcal{H}}(x + iy) \leq h \|x\|^p - \|y\|^p$ for all $x, y \in X$.

2.7. Bellman functions and function approximation. Let $X$ be a UMD Banach space, and let $1 < p < \infty$. Throughout the paper we will use various Bellman functions, which are functions $u : X \times X \to \mathbb{R}$ with appropriate properties. Let us list the functions we will use:

- the Burkholder function $U : X \times X \to \mathbb{R}$ (see e.g. [18] and the proof of Corollary 3.1),
- a plurisubharmonic function $U_{\mathcal{H}} : X + iX \to \mathbb{R}$ (see [24] and Subsection 2.6),
- a diagonally plurisubharmonic function $U^{SO} : X + iX \to \mathbb{R}$ (see Section 3).

For all these Bellman functions we may assume that $X$ is finite-dimensional and that the function is twice Fréchet differentiable by an approximation argument exploited in [37], [24], [3]. We will not repeat this argument here, but just briefly recall the main steps.

- Since $X$ is UMD, it is reflexive, and by the Pettis measurability theorem [18, Theorem 1.1.20] we may assume that $X$ is separable. Thus $X^*$ is separable as well, and there exists an increasing sequence $(Y_n)_{n \geq 1}$ of finite-dimensional subspaces of $X^*$ such that $X^* = \bigcup_n Y_n$. Let $P_n : Y_n \to X^*$ be the inclusion operator. We will need that $E\|\eta\|^p \leq c_{p,X} E\|\xi\|^p$ for a certain pair of random variables $\xi, \eta \in L^p(\Omega; X)$ and a constant $c_{p,X}$. Since $\|P_n x\| \to \|x\|$ as $n \to \infty$ for any $x \in X$, by the monotone convergence theorem it is sufficient to show that $E\|P_n \eta\|^p \leq c_{p,X} E\|P_n \xi\|^p$ for any $n \geq 1$. Moreover, in fact we need to show that $E\|P_n \eta\|^p \leq c_{p,X} E\|P_n \xi\|^p$ since in our case $c_{p,X}$ equals either $\beta_{p,X}, h_{p,X}$, or $\chi_{p,X}$ (see Section 3 for the definition), and since all these constants can be represented...
as norms of operators having the same operators as their duals, analogously to [18 Proposition 4.2.17] one has $c_{p,X} = c_{p',X^*}$ (where $p' = p/(p-1)$), and in particular

$$c_{p,Y^*_n} = c_{p',Y^*_n} \leq c_{p',X^*} = c_{p,X}.$$  

Thus it is sufficient to assume that $X$ is finite-dimensional since both $P^*_n\xi$ and $P^*_n\eta$ have their values in a finite-dimensional space $Y^*_n$.

- Since $X$ is finite-dimensional, for a Bellman function $u$ and for any $\varepsilon > 0$ we can define $u_\varepsilon := u * \varepsilon^{-1} \phi(\varepsilon^{-1} \cdot)$, where $\phi : X \times X \to \mathbb{R}_+$ is a $C^\infty$ function with a compact support such that $\int_{X \times X} \phi(x, y) \, d\lambda(x) \, d\lambda(y) = 1$ (here $\lambda$ is the Lebesgue measure on $X$, see e.g. [36, Remark 3.13] for the definition). Then $u_\varepsilon$ preserves such properties of $u$ as convexity, concavity, or subharmonicity on a linear subspace of $X \times X$, and $u_\varepsilon \to u$ as $\varepsilon \to 0$ locally uniformly on $X \times X$ by continuity of $u$. Therefore by this approximation argument we may assume that $u$ is $C^\infty$.

3. THE $\chi_{p,X}$ CONSTANT

Let $X$ be a Banach space, $1 < p < \infty$. We define $\chi_{p,X} \in [0, \infty]$ to be the least number $\chi > 0$ such that for any independent standard Brownian motions $W, \tilde{W} : \mathbb{R}_+ \times \Omega \to \mathbb{R}$ and for any elementary predictable process $\Phi : \mathbb{R}_+ \times \Omega \to X$ with respect to the filtration generated by both $W$ and $\tilde{W}$ one has

$$\mathbb{E}\left[\int_0^\infty \Phi \, d\tilde{W}\right]^p \leq \chi^{p} \mathbb{E}\left[\int_0^\infty \Phi \, dW\right]^p.$$  

**Remark 3.1.** $\chi_{p,X}$ can be equivalently defined in the following way. Let $(\gamma_n)_{n \geq 1}$ and $(\tilde{\gamma}_n)_{n \geq 1}$ be sequences of independent standard Gaussian random variables, $\mathcal{F}_0 = \{\emptyset, \Omega\}$, and $\mathcal{F}_n = \sigma(\gamma_1, \tilde{\gamma}_1, \ldots, \gamma_n, \tilde{\gamma}_n)$ for $n \geq 1$. Then $\chi_{p,X}$ is the smallest $\chi > 0$ such that for any $N \geq 1$ and any elementary step functions $v_0, \ldots, v_{N-1} : \Omega \to X$ with $v_n$ being $\mathcal{F}_n$-measurable for each $n = 0, \ldots, N-1$, one has

$$\mathbb{E}\left[\left\|\sum_{n=1}^N \tilde{\gamma}_n v_{n-1}\right\|^p\right] \leq \chi^{p} \mathbb{E}\left[\sum_{n=1}^N \gamma_n v_{n-1}\right]^p.$$  

(3.1)

Indeed, one can represent the sums $\sum_{n=1}^N \gamma_n v_{n-1}$ and $\sum_{n=1}^N \tilde{\gamma}_n v_{n-1}$ as stochastic integrals with respect to independent Brownian motions $W$ and $\tilde{W}$ by just letting $\gamma_n = W_n - W_{n-1}$ and $\tilde{\gamma}_n = \tilde{W}_n - \tilde{W}_{n-1}$. On the other hand, if $W$ and $\tilde{W}$ are independent Brownian motions and if $\Phi$ is elementary predictable and defined by

$$\Phi(t, \omega) = \sum_{k=1}^K \sum_{m=1}^M 1_{(t_{k-1}, t_k]}(t, \omega) x_{km}, \quad t \geq 0, \, \omega \in \Omega,$$  

then...
where $0 \leq t_0 < \cdots < t_K < \infty$ and the sets $B_{1k}, \ldots, B_{Mk}$ belong to $\mathcal{F}_{t_{k-1}}$ for each $k = 1, \ldots, K$, then one can represent the stochastic integrals $\Phi \cdot W$ and $\Phi \cdot \tilde{W}$ as the following sums:

$$\begin{align*}
\int_{0}^{\infty} \Phi \, dW &= \sum_{k=1}^{K} \sum_{m=1}^{M} 1_{B_{mk}}(W(t_k) - W(t_{k-1}))x_{km} = \sum_{k=1}^{K} v_{k-1} \gamma_k, \\
\int_{0}^{\infty} \Phi \, d\tilde{W} &= \sum_{k=1}^{K} \sum_{m=1}^{M} 1_{B_{mk}}(\tilde{W}(t_k) - \tilde{W}(t_{k-1}))x_{km} = \sum_{k=1}^{K} v_{k-1} \tilde{\gamma}_k,
\end{align*}$$

where $\gamma_k = \frac{W(t_k) - W(t_{k-1})}{\sqrt{t_k - t_{k-1}}}$, $\tilde{\gamma}_k = \frac{\tilde{W}(t_k) - \tilde{W}(t_{k-1})}{\sqrt{t_k - t_{k-1}}}$, and

$$v_{k-1} = \sqrt{t_k - t_{k-1}} \sum_{m=1}^{M} 1_{B_{mk}}x_{km}.$$  

The martingale transform (3.1) appears when working with Volterra-type operators and stochastic shifts (see [16]).

Concerning the constant $\chi_{p,X}$ one can show the following proposition. First we will define diagonally plurisubharmonic functions.

**Definition 3.1.** A function $F : X + iX \rightarrow \mathbb{R}$ is called diagonally plurisubharmonic if $z \mapsto F(x_0 + iy_0 + zx)$ is subharmonic in $z \in \mathbb{C}$ for any $x_0, y_0, x \in X$.

**Proposition 3.1.** Let $X$ be a Banach space, and let $1 < p < \infty$. Then the following are equivalent:

(i) $\chi_{p,X} < \infty$,

(ii) there exists a constant $\chi > 0$ and a diagonally plurisubharmonic $u : X + iX \rightarrow \mathbb{R}$ such that $u(x) \geq 0$ for any $x \in X$, $x \mapsto u(x + iy)$ is convex in $x \in X$ for any $y \in X$, $y \mapsto u(x + iy)$ is concave in $y \in X$ for any $x \in X$, and

$$u(x + iy) \leq \chi^p \|x\|^p - \|y\|^p, \quad x, y \in X.$$  

Moreover, in that case the smallest $\chi$ for which such a function $u$ exists equals $\chi_{p,X}$.

**Proof.** (i)⇒(ii). We need to construct $u$ for $\chi = \chi_{p,X}$. Define

$$u(x + iy) := \inf \left\{ \chi_{p,X}^p \mathbb{E} \left[ \left\| x + \int_{0}^{\infty} \Phi \, dW \right\|^p - \mathbb{E} \left\| y + \int_{0}^{\infty} \Phi \, d\tilde{W} \right\|^p \right] : \Phi : \mathbb{R}_+ \times \Omega \rightarrow X \text{ elementary predictable} \right\}, \quad x, y \in X.$$  


First of all, \( u \) is finite on \( X + iX \), because for any elementary predictable \( \Phi : \mathbb{R}_+ \times \Omega \to X \) and any \( x, y \in X \), by the triangle inequality,

\[
\chi_{p,X}^P \mathbb{E} \left\| x + \int_0^\infty \Phi \, dW \right\|^P - \mathbb{E} \left\| y + \int_0^\infty \Phi \, d\tilde{W} \right\|^P \\
\geq_p \chi_{p,X}^P \mathbb{E} \left\| \int_0^\infty \Phi \, dW \right\|^P - \mathbb{E} \left\| \int_0^\infty \Phi \, d\tilde{W} \right\|^P - \chi_{p,X}^P \| x \|^P - \| y \|^P \\
= -\chi_{p,X}^P \| x \|^P - \| y \|^P,
\]

where the last inequality holds by the definition of \( \chi_{p,X} \).

Let us show that \( u \) is continuous. For any \( x, y, \tilde{x}, \tilde{y} \) one has, by the triangle inequality,

\[
u(x + iy) = \inf \left\{ \chi_{p,X}^P \mathbb{E} \left\| x + \int_0^\infty \Phi \, dW \right\|^P - \mathbb{E} \left\| y + \int_0^\infty \Phi \, d\tilde{W} \right\|^P : \Phi : \mathbb{R}_+ \times \Omega \to X \text{ elementary predictable} \right\} \\
\lesssim_p \inf \left\{ \chi_{p,X}^P \mathbb{E} \left\| \tilde{x} + \int_0^\infty \Phi \, dW \right\|^P - \mathbb{E} \left\| \tilde{y} + \int_0^\infty \Phi \, d\tilde{W} \right\|^P : \Phi : \mathbb{R}_+ \times \Omega \to X \text{ elementary predictable} \right\} \\
+ \chi_{p,X} \| x - \tilde{x} \|^P + \| y - \tilde{y} \|^P \\
\leq u(\tilde{x} + i\tilde{y}) + \chi_{p,X} \| x - \tilde{x} \|^P + \| y - \tilde{y} \|^P,
\]

and the continuity follows.

Now let us show that \( u \) is diagonally plurisubharmonic. Fix \( x_0, y_0, x \in X \). We need to show that \( z \mapsto u(x_0 + iy_0 + zx) \) is subharmonic in \( z \in \mathbb{C} \). To this end we need to prove that for any fixed \( r > 0 \),

\[
u(x_0 + iy_0) \leq \frac{1}{2\pi} \int_0^{2\pi} u(x_0 + iy_0 + xre^{i\theta}) \, d\theta.
\]

Let \( W, \tilde{W} : \mathbb{R}_+ \times \Omega \to \mathbb{R} \) be independent standard Brownian motions. Define a stopping time \( \tau \) by

\[
\tau := \inf \{ t \geq 0 : W_t^2 + \tilde{W}_t^2 = r \}.
\]

Fix \( \varepsilon > 0 \). Since \( u \) is continuous, there exist \( \delta > 0 \) and a \( \delta \)-net \( (a_n)_{n=1}^N = (x_n + iy_n)_{n=1}^N \) of the compact set \( A := \{ x_0 + iy_0 + xre^{i\theta} : \theta \in [0, 2\pi) \} \subset X + iX \) with

\[
|u(a) - u(a_n)| \leq \varepsilon \quad \forall a \in A \text{ such that } \|a - a_n\| < \delta
\]
(here the norm on $A$ is assumed to be the usual norm on $\mathbb{C}$ since $A$ can be represented as a circle on $\mathbb{C}$). Let $B_t := W_{t+\tau} - W_{\tau}$ and $\tilde{B}_t := \tilde{W}_{t+\tau} - \tilde{W}_\tau$. Then $B$ and $\tilde{B}$ are independent Brownian motions (see e.g. [20, Theorem 13.11]). Therefore by the definition of $u$ for every $n = 1, \ldots, N$ there exists an elementary predictable process $\Phi_n : \mathbb{R}_+ \to X$ with respect to the filtration generated by $B$ and $\tilde{B}$ such that

$$
\Phi_n W_{\tau} = 1, \quad \Phi_n + 2
$$

(3.6) 

$$
u(a_n) \geq \chi_{p,X}^p \left\| x_n + \int_0^\infty \Phi_n \, dB \right\|^p - \mathbb{E} \left\| y_n + \int_0^\infty \Phi_n \, d\tilde{B} \right\|^p - \varepsilon.
$$

Now let us define a process $\Phi$ predictable with respect to the filtration generated by $W$ and $\tilde{W}$ in the following way: $\Phi(t) = x$ if $t \leq \tau$ and $\Phi(t) = \Phi_n(t - \tau)$ if $t > \tau$ and $a_n$ is closest to $x_0 + iy_0 + x(W_\tau + i\tilde{W}_\tau)$ among $(a_n)_{n=1}^N$. This is a predictable process and since $\Phi$ takes values in a finite-dimensional subspace of $X$, it can be approximated by an elementary predictable process (see Remark 2.2). Therefore

$$
u(x_0 + iy_0) \leq \chi_{p,X}^p \left\| x_0 + \int_0^\infty \Phi \, dW \right\|^p - \mathbb{E} \left\| y_0 + \int_0^\infty \Phi \, d\tilde{W} \right\|^p
$$

\[ = \chi_{p,X}^p \left\| x_0 + xW_\tau + \int_0^\infty \Phi(t) \, dB_{t-\tau} \right\|^p
$$

\[ - \mathbb{E} \left\| y_0 + x\tilde{W}_\tau + \int_0^\infty \Phi(t) \, d\tilde{B}_{t-\tau} \right\|^p
$$

\[ \leq \left( i \right) \frac{1}{2\pi} \int_0^{2\pi} \chi_{p,X}^p \left\| x_0 + x \cos \theta + \int_0^\infty \Phi_n(\theta)(t) \, dB_t \right\|^p
$$

\[ - \mathbb{E} \left\| y_0 + x \sin \theta + \int_0^\infty \Phi_n(\theta)(t) \, d\tilde{B}_t \right\|^p \, d\theta
$$

\[ \leq \left( ii \right) \frac{1}{2\pi} \int_0^{2\pi} \chi_{p,X}^p \left\| x_n(\theta) + \int_0^\infty \Phi_n(\theta)(t) \, dB_t \right\|^p
$$

\[ - \mathbb{E} \left\| y_n(\theta) + \int_0^\infty \Phi_n(\theta)(t) \, d\tilde{B}_t \right\|^p \, d\theta + c_p\delta
$$

\[ \leq \left( iii \right) \frac{1}{2\pi} \int_0^{2\pi} (\nu(a_n(\theta)) + \varepsilon) \, d\theta + c_p\delta
$$

\[ \leq \left( iv \right) \frac{1}{2\pi} \int_0^{2\pi} \left( \nu(x_0 + iy_0 + xre^{i\theta}) + \varepsilon \right) \, d\theta + c_p\delta + 2\varepsilon,
$$

where $n = n(\theta)$ is such that $a_n$ is closest to $x_0 + iy_0 + xre^{i\theta}$ among $(a_n)_{n=1}^N$, (i) follows from the definition of $\Phi$, (ii) holds by the triangle inequality and the fact that $(a_n)_{n=1}^N$ is a $\delta$-net of $A$ (where the constant $c_p$ depends only on $p$), (iii) holds...
by (3.6), and (iv) holds by (3.5). Now if \( \varepsilon \to 0 \), then \( \delta \) vanishes as well, and (3.4) follows.

Let us now show that \( u(x) \geq 0 \) for any \( x \in X \). First, \( u \) is concave in the complex variable, i.e. \( y \mapsto u(x + iy) \) is concave in \( y \in X \) for any \( x \in X \), which follows directly from the construction of \( u \) in (3.3). Now one can show that \( u \) is convex in the real variable, i.e. \( x \mapsto u(x + iy) \) is convex in \( x \in X \) for any \( y \in X \), by using the same argument as was used for plurisubharmonic functions in [24, Subsection 2.6]. Next, \( u \) is symmetric, i.e. \( u(x + iy) = u(-x - iy) \) for any \( x, y \in X \). Thus \( x \mapsto u(x) \) is a symmetric convex function with \( u(0) = 0 \), so it is nonnegative.

(ii)\( \Rightarrow \) (i). Let \( u : X + iX \to \mathbb{R} \) be a function from (ii). We need to show that for any standard Brownian motions \( W, \overline{W} : \mathbb{R}_+ \times \Omega \to \mathbb{R} \) and for any elementary predictable process \( \Phi : \mathbb{R}_+ \times \Omega \to X \) with respect to the filtration generated by both \( W \) and \( \overline{W} \),

\[
\mathbb{E}\left\| \int_0^\infty \Phi \, d\overline{W} \right\|^p \leq \chi^p \mathbb{E}\left\| \int_0^\infty \Phi \, dW \right\|^p.
\]

Since \( \Phi \) is elementary predictable, it takes values in a finite-dimensional subspace of \( X \), so we may assume that \( X \) is finite-dimensional. Then by Subsection 2.7 we can assume that \( u \) is twice differentiable on \( X + iX \) by a simple convolution-type argument. Let \( d < \infty \) be the dimension of \( X \), \( (x_n)_{n=1}^d \) a basis of \( X^* \), and \( (x_n^*)_{n=1}^d \) the dual basis of \( X^* \), i.e. the unique basis such that \( \langle x_n, x_m^* \rangle = \delta_{nm} \) for any \( n, m = 1, \ldots, d \) (see e.g. [24], [37], [36]). Then by Itô’s formula [37, Theorem 3.8] and due to local boundedness and twice differentiability of \( u \) we have (here we define \( M_t := \int_0^t \Phi \, dW \) and \( N_t := \int_0^t \Phi \, d\overline{W} \) for convenience)

\[
\chi^p \mathbb{E}\left\| \int_0^\infty \Phi \, dW \right\|^p - \mathbb{E}\left\| \int_0^\infty \Phi \, d\overline{W} \right\|^p \geq \mathbb{E} u \left( \int_0^\infty \Phi \, dW + i \int_0^\infty \Phi \, d\overline{W} \right) - \mathbb{E} u (M_0 + i N_0) + \mathbb{E} \int_0^\infty \langle \partial_x u (M_t + i N_t), \, dM_t \rangle \\
+ \mathbb{E} \int_0^\infty \langle \partial_{ix} u (M_t + i N_t), \, dN_t \rangle + \frac{1}{2} \mathbb{E} I,
\]

where

\[
I = \mathbb{E} \int_0^\infty \sum_{n,m=1}^d \left( \frac{\partial^2 u (M_t + i N_t)}{\partial x_n x_m} + \frac{\partial^2 u (M_t + i N_t)}{\partial i x_n i x_m} \right) \langle \Phi, x_n^* \rangle \cdot \langle \Phi, x_m^* \rangle \, dt.
\]

First notice that \( \mathbb{E} u (M_0 + i N_0) = \mathbb{E} u (0) = 0 \) and analogously to [36, proof of Theorem 3.18], \( \partial_x u (M_t + i N_t) \) and \( \partial_{ix} u (M_t + i N_t) \) are stochastically integrable.
with respect to $M$ and $N$ respectively, so
\[
\mathbb{E} \int_0^{\infty} \langle \partial_x u(M_t^- + iN_t), dM_t \rangle + \mathbb{E} \int_0^{\infty} \langle \partial_{ix} u(M_t^- + iN_t), dN_t \rangle = 0,
\]
where the latter holds since both stochastic integrals are martingales which start at zero.

Let us show that $\mathbb{E} I \geq 0$. Fix $t \geq 0$ and $\omega \in \Omega$. By [37, Lemma 3.7] we are free to choose any basis (and the dual basis). In particular, we can assume that $x_1 = \Phi(t, \omega)$. Then
\[
\langle \Phi(t, \omega), x_n^* \rangle = \delta_{1n} \quad \text{for any} \quad 1 \leq n \leq d,
\]
so (here we skip $(t, \omega)$ for convenience)
\[
\sum_{n,m=1}^d \left( \frac{\partial^2 u(M_t^- + iN_t)}{\partial x_n x_m} + \frac{\partial^2 u(M_t^- + iN_t)}{\partial i x_n i x_m} \right) \langle \Phi, x_n^* \rangle \cdot \langle \Phi, x_m^* \rangle = \frac{\partial^2 u(M_t^- + iN_t)}{\partial x_1^2} + \frac{\partial^2 u(M_t^- + iN_t)}{\partial i x_1^2} = \Delta u(M_t^- + iN_t) \vert_{z=0} \geq 0,
\]
where $z \in \mathbb{C}$, and the last inequality follows from the diagonal plurisubharmonicity of $u$. Thus $\mathbb{E} I \geq 0$, and hence (3.7) follows from (3.8). ■

**Remark 3.2.** Note that the maximum of any set of harmonic functions is harmonic as well, so the maximum of any set of diagonally plurisubharmonic functions is diagonally plurisubharmonic as well, and thus for any Banach space $X$ and for any $1 < p < \infty$ with $\chi_{p,X} < \infty$ we can define an *optimal* diagonally plurisubharmonic function $U^{SO} : X + iX \to \mathbb{R}$ as the supremum of all functions $u$ satisfying the conditions of Proposition [3.1](#) (ii).

Note that $U^{SO}$ coincides with the function $u$ defined by (3.3). Indeed, let $u$ be as in (3.3). Then $U^{SO} \geq u$ by the definition of $U^{SO}$. Let us show that $U^{SO}(x + iy) \leq u(x + iy)$ for any $x, y \in X$. First fix independent Brownian motions $W$ and $\tilde{W}$ and elementary predictable $\Phi : \mathbb{R}_{+} \times \Omega \to X$. Then similarly to the Itô argument from the proof of Proposition [3.1](#) one has
\[
U^{SO}(x + iy) \leq \mathbb{E} U \left( x + iy + \int_0^{\infty} \Phi \, dW + i \int_0^{\infty} \Phi \, d\tilde{W} \right).
\]
Thus
\[
U^{SO}(x + iy) \leq \inf \left\{ \mathbb{E} U \left( x + iy + \int_0^{\infty} \Phi \, dW + i \int_0^{\infty} \Phi \, d\tilde{W} \right) : \Phi \text{ elementary predictable} \right\} \leq u(x + iy),
\]
as desired.
As a corollary of Proposition 3.1 one can show the following upper and lower bounds for $\chi_{p,X}$. Recall that we define the decoupling constants $\beta_{p,X}^{\gamma,+}$ and $\beta_{p,X}^{\gamma,-}$ to be the smallest possible $\beta^+$ and $\beta^-$ respectively for which

$$\frac{1}{(\beta^-)^p} \mathbb{E} \left\| \int_0^\infty \Phi dW \right\|^p \leq \mathbb{E} \left\| \int_0^\infty \Phi d\tilde{W} \right\|^p \leq (\beta^+)^p \mathbb{E} \left\| \int_0^\infty \Phi dW \right\|^p,$$

where $W$ and $\tilde{W}$ are independent standard Brownian motions, and $\Phi : \mathbb{R}_+ \times \Omega \to X$ is elementary predictable which is independent of $\tilde{W}$ (we refer the reader to [13], [18], [30], [21], [14], [11], [24] for further details on decoupling constants).

**Corollary 3.1.** Let $X$ be a Banach space, and let $1 < p < \infty$. Then $\chi_{p,X} < \infty$ if and only if $X$ is UMD. Moreover, in that case

$$(3.9) \quad \max \{ \sqrt{\beta_{p,X}^{\gamma,+}}, \sqrt{h_{p,X}} \} \leq \max \{ \beta_{p,X}^{\gamma,+}, \beta_{p,X}^{\gamma,-} \} \leq \chi_{p,X} \leq \min \{ \beta_{p,X}^{\gamma,+}, \beta_{p,X}^{\gamma,-} \}.$$

**Proof.** First we show (3.9); then the “iff” statement follows. Let us first show (iii) in (3.9). That $\chi_{p,X} \leq h_{p,X}$ follows from [24], the definition of $\chi_{p,X}$, and the fact that any two stochastic integrals $\int \Phi dW$ and $\int \Phi d\tilde{W}$ are orthogonal martingales weakly differentially subordinate to each other. The inequality $\chi_{p,X} \leq \beta_{p,X}^{\gamma,+}$ can be proven using a standard Burkholder function argument presented e.g. in [36], [37]. Indeed, if $\beta_{p,X}^{\gamma,+} < \infty$, then $X$ is UMD, and their exists a zigzag-concave function $U : X \times X \to \mathbb{R}$ (i.e. $z \mapsto U(x + z, y + \alpha z)$ is concave in $z \in X$ for any $x, y \in X$ and $\alpha \in [-1, 1]$) such that $U(0, 0) = 0$ and

$$U(x, y) \geq \| y \|^p - \beta_{p,X}^{\gamma,+} \| x \|^p, \quad x, y \in X.$$

(Such a function is called a [Burkholder function](#).) By a standard convolution-type argument (see Subsection 2.7) we may assume that $U$ is twice differentiable, and hence for any independent standard Brownian motions $W$ and $\tilde{W}$ and for any elementary predictable $\Phi : \mathbb{R}_+ \times \Omega \to X$ by Itô’s formula [37] Theorem 3.8] we find that analogously to (3.8), with $M := \int \Phi dW$ and $N := \int \Phi d\tilde{W}$,

$$\mathbb{E} \left\| \int_0^\infty \Phi d\tilde{W} \right\|^p - \beta_{p,X}^{\gamma,+} \mathbb{E} \left\| \int_0^\infty \Phi dW \right\|^p \leq U \left( \int_0^\infty \Phi dW, \int_0^\infty \Phi d\tilde{W} \right) \leq \frac{1}{2} \int_0^\infty \left( \frac{\partial^2 U(M_t, N_t)}{\partial (\Phi, 0)^2} + \frac{\partial^2 U(M_t, N_t)}{\partial (0, \Phi)^2} \right) dt \leq 0,$$

where

$$\frac{\partial^2 U(M_t, N_t)}{\partial (\Phi, 0)^2} + \frac{\partial^2 U(M_t, N_t)}{\partial (0, \Phi)^2} \leq 0.$$
where the inequality holds due to the zigzag-concavity of $U$ (so both $\frac{\partial^2 U(x,y)}{\partial (z,-z)^2}$ and $\frac{\partial^2 U(x,y)}{\partial (z,\bar{z})^2}$ are nonnegative for any $x, y, z \in X$). Thus $\chi_{p,X} \leq \beta_{p,X}$.

Finally, (ii) of (3.9) follows directly from the definitions of $\chi_{p,X}$, $\beta_{p,X}^+$, and $\beta_{p,X}^-$, while (i) holds by [13, p. 43 and Theorem 3].

**Remark 3.3.** By the last proof, for a Burkholder function $U$, the function $-U$ is diagonally plurisubharmonic. Thus the proof of (iii) of (3.9) has the following form: both $U$ and $U_H$ are diagonally plurisubharmonic and thus satisfy the conditions of Proposition 3.1(ii), so the upper bound (iii) of (3.9) holds true.

In the real-valued case the functions $U^{SO}$ and $U_H$ coincide since in this case there is no difference between plurisubharmonicity and diagonal plurisubharmonicity. If the same held for a general UMD Banach space, then we would have $h_{p,X} = \chi_{p,X} \leq \beta_{p,X}$, which would partly solve an open problem outlined in the introduction.

**4. WEAK DIFFERENTIAL SUBORDINATION OF STRONGLY ORTHOGONAL MARTINGALES**

Now we are ready to show the main result of the paper.

**Theorem 4.1.** Let $X$ be a UMD Banach space, and let $1 < p < \infty$. Then for any strongly orthogonal martingales $M, N : \mathbb{R}_+ \times \Omega \to X$ with $N \ll M$ one has

$$
\mathbb{E}\|N_t\|^p \leq \chi_{p,X}^p \mathbb{E}\|M_t\|^p, \quad t \geq 0.
$$

**Proof.** By Subsection 2.7 we may assume that $X$ is finite-dimensional and that all the Bellman functions are smooth. Due to (3.2) we only need to show that

$$
\mathbb{E}U^{SO}(M_t + iN_t) \geq 0,
$$

where $U^{SO}$ is as in Remark 3.2. Let $d \geq 0$ be the dimension of $X$. Since $N \ll M$ and since $M$ and $N$ are orthogonal, by [24, Section 3] we know that after a proper time-change there exist a standard $2d$-dimensional Brownian motion $W$ and predictable $\Phi, \Psi : \mathbb{R}_+ \times \Omega \to \mathcal{L}(\mathbb{R}^{2d}, X)$ which are stochastically integrable with respect to $W$ such that $N = \int \Psi \, dW$ and $M = M_0 + \int \Phi \, dW + M^d$, where $M^d$ is purely discontinuous (see Subsection 2.2). Moreover, as $M$ and $N$ are strongly orthogonal, for any $x^*, y^* \in X^*$ and $t \geq 0$ by [20, Theorems 26.6 and 26.13] we have

$$
[\langle M, x^* \rangle, \langle N, y^* \rangle]_t = \int_0^t \langle \Phi^*(s)x^*, \Psi^*(s)y^* \rangle \, ds = 0.
$$

Therefore by the Lebesgue differentiation theorem, $\langle \Phi^* x^*, \Psi^* y^* \rangle = 0$ a.e. on $\mathbb{R}_+ \times \Omega$. By choosing $(x^*, y^*)$ from a dense subset of $X^* \times X^*$ and using the fact
that \((x^*, y^*) \mapsto \langle \Phi_+ x^*, \Psi_+ y^* \rangle\) is continuous on \(X^* \times X^*\) on the whole \(\mathbb{R}_+ \times \Omega\), one has

\[(4.2) \quad \langle \Phi_+ x^*, \Psi_+ y^* \rangle = 0, \quad x^*, y^* \in X^*,\]
a.e. on \(\mathbb{R}_+ \times \Omega\). Furthermore, by [24, Section 3], a.s. for any \(0 \leq s \leq t\) there exists a skew-symmetric operator \(A(s, \omega) \in L(\mathbb{R}^d)\) (i.e. \(\langle Ah, h \rangle = 0\) for any \(h \in \mathbb{R}^d\)) of norm at most 1 such that

\[(4.3) \quad \Psi(s, \omega) = \Phi(s, \omega) A(s, \omega).\]

Now let us show (4.1) using (4.2). Let \((x_n)_{n=1}^d\) be a basis of \(X\), and \((x_n^*)_{n=1}^d\) the dual basis of \(X^*\). By Itô’s formula [37, Theorem 3.8] and smoothness of \(U^{SO}\) we have

\[
\mathbb{E} U^{SO}(M_t + iN_t) = \mathbb{E} U^{SO}(M_0 + iN_0) + \mathbb{E} I_1 + \mathbb{E} I_2 + \frac{1}{2} \mathbb{E} I_3,
\]

where

\[
I_1 = \int_0^t \langle \partial U^{SO}(M_{s-} + iN_s), dM_s + i dN_s \rangle,
\]

\[
I_2 = \sum_{0 \leq s \leq t} \left( \Delta U^{SO}(M_s + iN_s) - \langle \partial U^{SO}(M_{s-} + iN_s), \Delta M_s \rangle \right),
\]

and

\[
I_3 = \int_0^t \sum_{n,m=1}^d \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial x_n x_m} \langle \Phi_+ x^*_n, \Phi_+ x^*_m \rangle \, dt
\]

\[
+ 2 \int_0^t \sum_{n,m=1}^d \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial x_n i x_m} \langle \Phi_+ x^*_n, \Psi_+ x^*_m \rangle \, dt
\]

\[
+ \int_0^t \sum_{n,m=1}^d \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial i x_n i x_m} \langle \Psi_+ x^*_n, \Psi_+ x^*_m \rangle \, dt.
\]

First notice that since \(N_0 = 0\) and \(U^{SO}(x) \geq 0\) for any \(x \in X\), we have \(\mathbb{E} U^{SO}(M_0 + iN_0) = \mathbb{E} U^{SO}(M_0) \geq 0\). Moreover, \(\mathbb{E} I_1 = 0\) since this is a martingale that starts at zero (which follows similarly to the proof of Proposition 3.1). Let us show that \(I_2 \geq 0\) a.s. Note that \(x \mapsto U^{SO}(x + iy)\) is convex in \(x \in X\) for any \(y \in X\) by Proposition 3.1 so by the continuity of \(N\) we see that for any \(0 \leq s \leq t\),

\[
U^{SO}(M_s + iN_s) \leq U^{SO}(M_{s-} + iN_s) + \langle \partial U^{SO}(M_{s-} + iN_s), \Delta M_s \rangle,
\]

and thus \(I_2 \geq 0\) a.s.
Now we show that \( I_3 \geq 0 \) a.s. To do so we need to prove that a.s. for every \( 0 \leq s \leq t \),

\[
\sum_{n,m=1}^{d} \left( \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial x_n x_m} \langle \Phi^* x_n^*, \Phi^* x_m^* \rangle + \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial x_n x_m} \langle \Psi^* x_n^*, \Psi^* x_m^* \rangle + \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial i x_n i x_m} \langle \Psi^* x_n^*, \Psi^* x_m^* \rangle \right) \geq 0.
\]

Fix \( \omega \in \Omega \) and \( 0 \leq s \leq t \) such that (4.2) and (4.3) hold true. Then the left-hand side of (4.4) gets the form

\[
\sum_{n,m=1}^{d} \left( \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial x_n x_m} \langle \Phi^* x_n^*, \Phi^* x_m^* \rangle + \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial i x_n i x_m} \langle \Psi^* x_n^*, \Psi^* x_m^* \rangle \right)
\]

Now analogously to [24, Section 3] the expression (4.5) does not depend on the choice of \((x_n)_{n=1}^{d}\) or, equivalently, the choice of \((x_n^*)_{n=1}^{d}\) (since one can reconstruct a basis from its dual basis [24, (37)])). Moreover, by (4.3), for the symmetric nonnegative bilinear forms \( V, W : X^* \times X^* \to \mathbb{R} \) defined by

\[
V(x^*, y^*) := \langle \Phi^* x^*, \Phi^* y^* \rangle, \quad W(x^*, y^*) := \langle \Psi^* x^*, \Psi^* y^* \rangle, \quad x^*, y^* \in X^* ,
\]

we see that \( V(x^*, x^*) = 0 \) implies \( W(x^*, x^*) = 0 \) for any \( x^* \in X^* \). Thus by [24, Section 3] there exists a basis \((y_n^*)_{n=1}^{d}\) of \( X^* \) with the corresponding dual basis \((y_n)_{n=1}^{d}\) of \( X \), a \([0, 1] \)-valued sequence \((\lambda_n)_{n=1}^{d}\), and a number \( 0 \leq K \leq d \) such that \( V(y_n^*, y_n^*) = \delta_{nm} 1_{m,n \leq K} \) and \( W(y_n^*, y_m^*) = \lambda_n \delta_{nm} 1_{m,n \leq K} \) for all \( m, n = 1, \ldots, d \). Therefore by the discussion above we can change the basis and deduce that (4.5) equals

\[
\sum_{n,m=1}^{d} \left( \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial y_n y_m} \langle \Phi^* y_n^*, \Phi^* y_m^* \rangle + \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial \lambda_n} \langle \Psi^* y_n^*, \Psi^* y_m^* \rangle \right)
\]

Since \( y \mapsto U^{SO}(x + iy) \) is concave in \( y \in X \) for any \( x \in X \), it follows that

\[
\frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial y_n^2} \leq 0,
\]

and hence as \( 0 \leq \lambda_n \leq 1 \) the right-hand side of (4.6) is
bounded from below by (here \( z \in \mathbb{C} \))

\[
\sum_{n=1}^{K} \left( \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial y_n^2} + \frac{\partial^2 U^{SO}(M_{s-} + iN_s)}{\partial iy_n^2} \right)
= \sum_{n=1}^{K} \Delta_z U^{SO}(M_{s-} + iN_s + zy_n)|_{z=0} \geq 0,
\]

by the diagonal plurisubharmonicity of \( U^{SO} \). Therefore (4.4) holds a.e. on \( \mathbb{R}_+ \times \Omega \), and thus \( \mathbb{E} I_3 \geq 0 \). This completes the proof of (4.1) and of the theorem. ■

**Remark 4.1.** Let \( X \) be a Banach space, and \( f, g : X \rightarrow \mathbb{R}^+ \) be continuous convex symmetric functions. Define \( \chi_{f,g,X} \) to be the least constant \( \chi \in [0, \infty] \) such that

\[
\mathbb{E} g \left( \int_0^{\infty} \Phi \, d\tilde{W} \right) \leq \chi \mathbb{E} f \left( \int_0^{\infty} \Phi \, dW \right)
\]

for all independent Brownian motions \( W \) and \( \tilde{W} \) and all elementary predictable \( \Phi \). Then analogously to Theorem 4.1 we can show that \( \mathbb{E} g(N_t) \leq \chi_{f,g,X} \mathbb{E} f(M_t) \) for any strongly orthogonal martingales \( M, N : \mathbb{R}_+ \times \Omega \rightarrow X \) satisfying \( N \ll M \).

To do so, we construct a Bellman function \( U^{SO}_{f,g} \) analogously to \( U^{SO} \) (see Subsection 2.7), and then proceed as in the proof of Theorem 4.1 but applying the finite-dimensional approximation described in [24]. It remains open whether weak type \( L^p \)-estimates are possible for strongly orthogonal martingales.
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