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#### Abstract

We give reciprocal versions of the Sclove et al. and Feller inequalities for moments of nonnegative random variables. Our results apply to any nonnegative random variable. The strongest assumption is that the moments involved must be finite. Thus, the results obtained also hold for any empirical distribution with nonnegative data. These facts allow potential applications in numerical analysis, probability, and statistical inference, among other disciplines. Moreover, the proposed methodology offers an alternative approach to obtain new inequalities and even to improve some known inequalities. For instance, we give new inequalities for the ratio of gamma functions. In this context, we also improve an inequality by Bustoz and Ismail and some cases of inequalities due to Gurland and Dragomir et al. Additionally, we present a new inequality for finite sums of nonnegative or nonpositive numbers. For some cases, this relation improves even the Cauchy-Bunyakovsky-Schwarz inequality.
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## 1. INTRODUCTION

The moments of a probability distribution determine many population properties. Therefore, identities and inequalities for moments are a topic of scientific interest. The purpose of this paper is to provide new moment inequalities for nonnegative random variables. The potential applications span disciplines such as numerical analysis, probability, statistical inference, longevity, survival, insurance, reliability, and queuing theory.

For a nonnegative random variable $X$, the Sclove et al. inequality [38, (5)] is

$$
\mathrm{E} X^{r+1} \mathrm{E} X^{s-1} \leqslant \mathrm{E} X^{r} \mathrm{E} X^{s}, \quad 0 \leqslant r \leqslant s-1
$$

A generalization of this inequality follows from Olkin and Shepp [32]:

$$
\begin{equation*}
\mathrm{E} X^{r+\alpha} \mathrm{E} X^{s-\alpha} \leqslant \mathrm{E} X^{r} \mathrm{E} X^{s}, \quad r \geqslant 0,0 \leqslant \alpha \leqslant s-r . \tag{1.1}
\end{equation*}
$$

On the other hand, the inequality from Feller [11, (V.8.10)] states

$$
\begin{equation*}
\left(\mathrm{E} X^{s}\right)^{2} \leqslant \mathrm{E} X^{s+\alpha} \mathrm{E} X^{s-\alpha}, \quad 0 \leqslant \alpha \leqslant s \tag{1.2}
\end{equation*}
$$

For extensions of both inequalities, see Yeh et al. [41, Theorem 2.2(C3)]. We prove in Proposition 2.1 that inequality (1.2) follows from (1.1). Both inequalities apply to any nonnegative random variable such that the moments involved are finite. In particular, these inequalities apply to absolutely continuous, discrete, or mixed random variables. They also apply empirically:

$$
\begin{align*}
& \overline{x^{r+\alpha}} \overline{x^{s-\alpha}} \leqslant \overline{x^{r}} \overline{x^{s}},  \tag{1.3}\\
& \left(\overline{x^{s}}\right)^{2} \leqslant \overline{x^{s+\alpha}} \overline{x^{s-\alpha}} . \tag{1.4}
\end{align*}
$$

Here $n \overline{x^{r}}=\sum_{i=1}^{n} x_{i}^{r}$, where $x_{1}, \ldots, x_{n} \geqslant 0$ is a random sample of size $n \geqslant 1$ of a certain target distribution.

Inequalities (1.3) and (1.4) are useful to obtain existence and uniqueness conditions for parameter estimates based on numerical methods that optimize a utility or loss function, such as maximum likelihood or least squares. For instance, in Rockette et al. [36, Lemma 1], an inequality equivalent to (1.3) gives conditions for existence and uniqueness of maximum likelihood estimates for a three-parameter Weibull distribution.

There are other moment inequalities for specific families of absolutely continuous distributions that, in contrast to (1.1)-(1.2), do not immediately extend to the discrete case or even to the corresponding empirical case. For example, Ahmad [2, Theorem 2.1] obtained inequalities with scaled moments $\mathrm{E} X^{r} / r!$; for $r \geqslant 0$, where the nonnegative random variable $X$ belongs to the class of absolutely continuous distributions with increasing failure rate (IFR). This is a family of aging distributions in which the target population suffers degradation or wear over time. However, such moment inequalities do not immediately extend to the analogous discrete case; see Hu et al. [16, Theorem 3.3]. In particular, the coefficient of variation of an IFR random variable $X$ is less than or equal to 1 : $\mathrm{E} X^{2} \leqslant 2(\mathrm{E} X)^{2}$. However, this inequality is not necessarily satisfied for the analogous IFR discrete family; see Kemp [20, Section 3.7]. Additionally, the corresponding empirical distribution presents challenges in the same sense. On the other hand, specific empirical moment inequalities are required to obtain existence and uniqueness parameter estimates. See, for instance, Panjer [33, Theorem 2.2.2], who characterizes the solution of the maximum likelihood estimator from the left-truncated extreme value distribution. See also (5) and its explanation in Domínguez-Molina et al. [8], for the moment method estimate for the generalized Gaussian distribution.

In this work, inequalities for moments of nonnegative random variables are obtained. Our methodology offers a wide family of moment inequalities for nonnegative random variables, where the strongest assumption is that the moments involved must be finite. As a consequence, the results obtained can be applied to any empirical distribution with nonnegative data. Our main contributions are the reciprocal versions of the inequalities of Sclove et al. (1.1) and of Feller (1.2). As a corollary, new inequalities are obtained for the ratio of gamma functions. Moreover, we improve the Bustoz and Ismail inequality [4, (4.4)]. For some cases, we also improve the inequalities of Gurland [14, (1)] and of Dragomir et al. [9, (3.16)].

The second section presents the main results of this work. Before giving the reciprocal versions of inequalities (1.1)-(1.2), we state a lemma with the Feller alternative expectation formula [11, Lemma V.6.1], and the Hoeffding alternative covariance formula [15, (5.6)] and [26, Section 4.]. Also, new extensions for the discrete case are presented. Next, as a corollary, new inequalities for the ratio of gamma functions are obtained. We additionally extend $\sqrt{1.1}$, together with the corresponding reciprocal inequality, to moments of power and analytic functions of nonnegative random variables.

In the third section, a new inequality for finite sums of nonnegative or nonpositive numbers is shown. In some cases, this result improves the Cauchy-Bun-yakovsky-Schwarz inequality.

## 2. POPULATION MOMENTS

In this section, we present our main contributions. In Proposition 2.1, we give the reciprocal inequalities to those of Sclove et al. (1.1) and of Feller (1.2). The utility of the proposed methodology for creating inequalities is represented by Corollaries 2.1-2.3; see also Remark 2.1. In particular, we give new inequalities for the ratio of gamma functions and improve a Bustoz and Ismail inequality. The Gurland and Dragomir et al. inequalities are also improved in some cases. In Corollary 2.3 we conclude with a generalization of inequalities of Sclove et al.; the result involves power and analytic functions of nonnegative random variables.

Let $(X, Y)$ be a vector of nonnegative random variables, with marginal survival functions $S(x)=P(X>x), S(y)=P(Y>y)$, and joint survival function $S(x, y)=P(X>x, Y>y)$, for $x, y \geqslant 0$.

If $X$ and $Y$ are discrete random variables, with respective possible values $\left\{x_{i}\right\}_{i \geqslant 0}$ and $\left\{y_{j}\right\}_{j \geqslant 0}$, define the auxiliary discrete survival functions

$$
\begin{align*}
& \dot{S}\left(x_{i}\right)=P\left(X \in\left\{x_{i+1}, x_{i+2}, \ldots\right\}\right)=\sum_{u=i+1}^{\infty} f\left(x_{u}\right),  \tag{2.1}\\
& \dot{S}\left(y_{j}\right)=P\left(Y \in\left\{y_{j+1}, y_{j+2}, \ldots\right\}\right)=\sum_{v=j+1}^{\infty} f\left(y_{v}\right),
\end{align*}
$$

$$
\begin{align*}
\dot{S}\left(x_{i}, y_{j}\right) & =P\left(X \in\left\{x_{i+1}, x_{i+2}, \ldots\right\}, Y \in\left\{y_{j+1}, y_{j+2}, \ldots\right\}\right)  \tag{2.2}\\
& =\sum_{u=i+1}^{\infty} \sum_{v=j+1}^{\infty} f\left(x_{u}, y_{v}\right) \quad \text { for } i, j=0,1,2, \ldots
\end{align*}
$$

where $f\left(x_{i}\right), f\left(y_{j}\right)$, and $f\left(x_{i}, y_{j}\right)$ denote the respective probability functions for $X, Y$, and $(X, Y)$. By convention, $x_{0}=y_{0}=0$. If zero is not a possible value (has zero probability), consider it as a dummy value; see [31]. The decreasing sequence (2.1) determines the distribution of the random variable $X$, since $f\left(x_{i}\right)=P(X=$ $\left.x_{i}\right)=\dot{S}\left(x_{i-1}\right)-\dot{S}\left(x_{i}\right)$. Similarly, 2.2) determines the joint distribution of $(X, Y)$. In particular, if the possible values for $X$ and $Y$ are increasing, then $\dot{S}\left(x_{i}\right), \dot{S}\left(y_{j}\right)$, and $\dot{S}\left(x_{i}, y_{j}\right)$ are the classical discrete survival functions.

Lemma 2.1. Let $(X, Y)$ be a vector of nonnegative random variables and $r, s>0$, such that $\mathrm{E} X^{r}, \mathrm{E} Y^{s}, \mathrm{E}\left[X^{r} Y^{s}\right]<\infty$. Then:
(1) The following identities hold:

$$
\begin{align*}
\mathrm{E} X^{r} & =r \int_{0}^{\infty} x^{r-1} S(x) d x  \tag{2.3}\\
\mathrm{C}\left(X^{r}, Y^{s}\right) & =r s \int_{0}^{\infty} \int_{0}^{\infty} x^{r-1} y^{s-1}[S(x, y)-S(x) S(y)] d y d x
\end{align*}
$$

(2) Moreover, if $X$ and $Y$ are discrete random variables, with possible values eventually monotonic, then

$$
\begin{align*}
\mathrm{E} X^{r} & =\sum_{i=0}^{\infty}\left[x_{i+1}^{r}-x_{i}^{r}\right] \dot{S}\left(x_{i}\right)  \tag{2.5}\\
\mathrm{C}\left(X^{r}, Y^{s}\right) & =\sum_{i=0}^{\infty} \sum_{j=0}^{\infty}\left[x_{i+1}^{r}-x_{i}^{r}\right]\left[y_{j+1}^{s}-y_{j}^{s}\right]\left[\dot{S}\left(x_{i}, y_{j}\right)-\dot{S}\left(x_{i}\right) \dot{S}\left(y_{j}\right)\right] \tag{2.6}
\end{align*}
$$

(3) In particular, if the possible values for $X$ and $Y$ are increasing: $0=x_{0}<$ $x_{1}<x_{2}<\cdots$ and $0=y_{0}<y_{1}<y_{2}<\cdots$ respectively, then

$$
\begin{align*}
\mathrm{E} X^{r} & =\sum_{i=0}^{\infty}\left[x_{i+1}^{r}-x_{i}^{r}\right] S\left(x_{i}\right)  \tag{2.7}\\
\mathrm{C}\left(X^{r}, Y^{s}\right) & =\sum_{i=0}^{\infty} \sum_{j=0}^{\infty}\left[x_{i+1}^{r}-x_{i}^{r}\right]\left[y_{j+1}^{s}-y_{j}^{s}\right]\left[S\left(x_{i}, y_{j}\right)-S\left(x_{i}\right) S\left(y_{j}\right)\right] . \tag{2.8}
\end{align*}
$$

The Feller alternative expectation formula (2.3) is deduced in [11, Lemma V.6.1]. The alternative covariance formula (2.4) is obtained in [26, Section 4], and it is a generalization of the Hoeffding covariance formula [15, (5.6)]:

$$
\mathrm{C}(X, Y)=\int_{0}^{\infty} \int_{0}^{\infty}[S(x, y)-S(x) S(y)] d y d x
$$

See also [39, (2.4)], [7, Theorem 1], and [25, Corollary 2.7(e) and Theorem 3.1]. Both (2.3)-2.4) apply to general nonnegative random variables whenever the moments involved are finite.

Formulas $(2.5)-(2.6)$ are innovations for the discrete case. In turn, these formulas imply (2.7)-(2.8). Formula (2.5) generalizes (2.7), since, unlike [6, (3)], [31, Theorem 2 and Corollary 1], and [12, proof of Theorem 1], we do not assume ordered possible values for the random variable $X$. For the deduction of (2.7) via (2.3), follow [12, proof of Theorem 1] with $g(x)=x^{r}$. Similarly, the covariance formula for the discrete case (2.6) extends (2.8); see [23, Theorem 1] and [31, (3.17)].

Proof of Lemma 2.1. (1) Formula (2.3) is deduced in [11, Lemma V.6.1] by integration by parts and the Fubini theorem. With similar technique, 2.4 is obtained in [26, Section 4]; it is also a consequence of [25, Theorem 3.1] with $f(x)=x^{r}$ and $g(y)=y^{s}$.
(2) As in the proof of (1), the underlying idea is the careful use of the Fubini theorem. For $i=1,2, \ldots$, note that

$$
\begin{equation*}
x_{i}^{r}=\sum_{j=0}^{i-1}\left(x_{j+1}^{r}-x_{j}^{r}\right)=\sum_{j=0}^{i-1}\left(x_{j+1}^{r}-x_{j}^{r}\right)^{+}-\sum_{j=0}^{i-1}\left(x_{j+1}^{r}-x_{j}^{r}\right)^{-} \tag{2.9}
\end{equation*}
$$

The terms of the two sums on the right-hand side are nonnegative. By the eventual monotonicity of $\left\{x_{i}\right\}_{i \geqslant 0}$, one of these sums has at most $n$ positive terms, for some $n \geqslant 0$ and all $i \geqslant 1$. Then the Fubini theorem can be applied:

$$
\begin{aligned}
\mathrm{E} X^{r} & =\sum_{i=0}^{\infty} x_{i}^{r} f\left(x_{i}\right)=\sum_{i=1}^{\infty}\left[\sum_{j=0}^{i-1}\left(x_{j+1}^{r}-x_{j}^{r}\right)^{+}-\sum_{j=0}^{i-1}\left(x_{j+1}^{r}-x_{j}^{r}\right)^{-}\right] f\left(x_{i}\right) \\
& =\sum_{j=0}^{\infty}\left(x_{j+1}^{r}-x_{j}^{r}\right)^{+} \sum_{i=j+1}^{\infty} f\left(x_{i}\right)-\sum_{j=0}^{\infty}\left(x_{j+1}^{r}-x_{j}^{r}\right)^{-} \sum_{i=j+1}^{\infty} f\left(x_{i}\right) \\
& =\sum_{j=0}^{\infty}\left(x_{j+1}^{r}-x_{j}^{r}\right)^{+} \dot{S}\left(x_{j}\right)-\sum_{j=0}^{\infty}\left(x_{j+1}^{r}-x_{j}^{r}\right)^{-} \dot{S}\left(x_{j}\right) \\
& =\sum_{j=0}^{\infty}\left(x_{j+1}^{r}-x_{j}^{r}\right) \dot{S}\left(x_{j}\right) .
\end{aligned}
$$

Similar to 2.9, for $i, j=1,2, \ldots$, we have

$$
\begin{aligned}
x_{i}^{r} y_{j}^{s}= & \sum_{u=0}^{i-1}\left(x_{u+1}^{r}-x_{u}^{r}\right) \sum_{v=0}^{j-1}\left(y_{v+1}^{s}-y_{v}^{s}\right) \\
= & {\left[\sum_{u=0}^{i-1}\left(x_{u+1}^{r}-x_{u}^{r}\right)^{+}-\sum_{u=0}^{i-1}\left(x_{u+1}^{r}-x_{u}^{r}\right)^{-}\right] } \\
& \times\left[\sum_{v=0}^{j-1}\left(y_{v+1}^{s}-y_{v}^{s}\right)^{+}-\sum_{v=0}^{j-1}\left(y_{v+1}^{s}-y_{v}^{s}\right)^{-}\right]
\end{aligned}
$$

$$
\begin{aligned}
= & \sum_{u=0}^{i-1} \sum_{v=0}^{j-1}\left(x_{u+1}^{r}-x_{u}^{r}\right)^{+}\left(y_{v+1}^{s}-y_{v}^{s}\right)^{+}-\sum_{u=0}^{i-1} \sum_{v=0}^{j-1}\left(x_{u+1}^{r}-x_{u}^{r}\right)^{+}\left(y_{v+1}^{s}-y_{v}^{s}\right)^{-} \\
& -\sum_{u=0}^{i-1} \sum_{v=0}^{j-1}\left(x_{u+1}^{r}-x_{u}^{r}\right)^{-}\left(y_{v+1}^{s}-y_{v}^{s}\right)^{+}+\sum_{u=0}^{i-1} \sum_{v=0}^{j-1}\left(x_{u+1}^{r}-x_{u}^{r}\right)^{-}\left(y_{v+1}^{s}-y_{v}^{s}\right)^{-} .
\end{aligned}
$$

The terms of the four double sums on the right-hand side are nonnegative. By the eventual monotonicity of $\left\{x_{i}\right\}_{i \geqslant 0}$ and $\left\{y_{j}\right\}_{j \geqslant 0}$, three of these four sums have at most $n$ positive terms, for some $n \geqslant 0$ and all $i, j \geqslant 1$. Then the Fubini theorem can be applied:

$$
\begin{aligned}
\mathrm{E}\left[X^{r} Y^{s}\right] & =\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} x_{i}^{r} y_{j}^{s} f\left(x_{i}, y_{j}\right) \\
& =\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{u=0}^{i-1} \sum_{v=0}^{j-1}\left[x_{u+1}^{r}-x_{u}^{r}\right]\left[y_{v+1}^{s}-y_{v}^{s}\right] f\left(x_{i}, y_{j}\right) \\
& =\sum_{u=0}^{\infty} \sum_{v=0}^{\infty} \sum_{i=u+1}^{\infty} \sum_{j=v+1}^{\infty}\left[x_{u+1}^{r}-x_{u}^{r}\right]\left[y_{v+1}^{s}-y_{v}^{s}\right] f\left(x_{i}, y_{j}\right) \\
& =\sum_{u=0}^{\infty} \sum_{v=0}^{\infty}\left[x_{u+1}^{r}-x_{u}^{r}\right]\left[y_{v+1}^{s}-y_{v}^{s}\right] \dot{S}\left(x_{u}, y_{v}\right)
\end{aligned}
$$

Thus

$$
\begin{aligned}
\mathrm{C}\left(X^{r}, Y^{s}\right)= & \mathrm{E}\left[X^{r} Y^{s}\right]-\mathrm{E} X^{r} \mathrm{E} Y^{s} \\
= & \sum_{i=0}^{\infty} \sum_{j=0}^{\infty}\left(x_{i+1}^{r}-x_{i}^{r}\right)\left(y_{j+1}^{s}-y_{j}^{s}\right) \dot{S}\left(x_{i}, y_{j}\right) \\
& -\sum_{i=0}^{\infty}\left(x_{i+1}^{r}-x_{i}^{r}\right) \dot{S}\left(x_{i}\right) \sum_{j=0}^{\infty}\left(y_{j+1}^{s}-y_{j}^{s}\right) \dot{S}\left(y_{j}\right) \\
= & \sum_{i=0}^{\infty} \sum_{j=0}^{\infty}\left(x_{i+1}^{r}-x_{i}^{r}\right)\left(y_{j+1}^{s}-y_{j}^{s}\right)\left[\dot{S}\left(x_{i}, y_{j}\right)-\dot{S}\left(x_{i}\right) \dot{S}\left(y_{j}\right)\right]
\end{aligned}
$$

(3) This part is a particular case of (2), where the survival functions are the respective auxiliary ones: $S\left(x_{i}\right)=\dot{S}\left(x_{i}\right), S\left(y_{j}\right)=\dot{S}\left(y_{j}\right)$, and $S\left(x_{i}, y_{j}\right)=$ $\dot{S}\left(x_{i}, y_{j}\right)$.

Now, we describe two examples that illustrate the potential of Lemma 2.1.(2).

- Contrary to (2.7), formula (2.5) applies for possible values that eventually decrease. The following example is due to the anonymous reviewer. Consider $x_{0}=0$, $x_{1}=8, x_{2}=2, x_{3}=4$ with probability $1 / 8$, whereas $f\left(x_{i}\right)=f\left(1 / 2^{i-3}\right)=$ $1 / 2^{i-2}$ for $i \geqslant 4$. Then
$\mathrm{E} X=\sum_{i=0}^{\infty} x_{i} f\left(x_{i}\right)=\frac{0+8+2+4}{8}+\sum_{i=4}^{\infty} \frac{1}{2^{i-3}} \frac{1}{2^{i-2}}=\frac{7}{4}+\frac{1}{6}=\frac{23}{12}$
and

$$
\begin{aligned}
\sum_{i=0}^{\infty}\left(x_{i+1}-x_{i}\right) \dot{S}\left(x_{i}\right) & =8 \frac{7}{8}-6 \frac{6}{8}+2 \frac{5}{8}-\frac{7}{2} \frac{4}{8}+\sum_{i=4}^{\infty}\left(\frac{1}{2^{i+1-3}}-\frac{1}{2^{i-3}}\right) \frac{1}{2^{i-2}} \\
& =2-\frac{1}{4^{2}} \sum_{u=0}^{\infty} \frac{1}{4^{u}}=\frac{23}{12}=\mathrm{E} X
\end{aligned}
$$

Here $\dot{S}\left(x_{0}\right)=\dot{S}(0)=7 / 8, \dot{S}\left(x_{1}\right)=\dot{S}(8)=6 / 8, \dot{S}\left(x_{2}\right)=\dot{S}(2)=5 / 8$, and

$$
\dot{S}\left(x_{i}\right)=\sum_{u=i+1}^{\infty} \frac{1}{2^{u-2}}=\frac{1}{2^{i-2}} \quad \text { for } i \geqslant 3
$$

- The eventual monotonicity of the possible values is a sufficient condition for the convergence of the series involved in (2.5)-(2.6). These results can be extended by a careful application of the Fubini theorem. For instance, consider a random variable without eventual monotonic possible values:

$$
X=0, \frac{1}{2}, 2, \frac{1}{3}, 3, \frac{1}{4}, 4, \ldots
$$

Note that

$$
\begin{aligned}
& \sum_{i=0}^{\infty}\left(x_{i+1}-x_{i}\right)^{+} \dot{S}\left(x_{i}\right)-\sum_{i=0}^{\infty}\left(x_{i+1}-x_{i}\right)^{-} \dot{S}\left(x_{i}\right) \\
& \quad=\frac{1}{2} \dot{S}(0)+\sum_{i=1}^{\infty}\left(i+1-\frac{1}{i+1}\right) \dot{S}\left(x_{2 i-1}\right)-\sum_{i=1}^{\infty}\left(i+1-\frac{1}{i+2}\right) \dot{S}\left(x_{2 i}\right)
\end{aligned}
$$

The last two series are finite if eventually $\dot{S}\left(x_{i}\right) \leqslant 1 / i^{2+\varepsilon}$ with $\varepsilon>0$. In this case, (2.5) holds for $r=1$. In contrast, the series in 2.7) does not converge, since the sequence $\left\{\left(x_{i+1}-x_{i}\right) S\left(x_{i}\right)\right\}_{i \geqslant 0}$ has a divergent subsequence: when $i \rightarrow \infty$,

$$
\left(x_{2(i+1)}-x_{2 i+1}\right) S\left(x_{2 i+1}\right)=\left(i+1-\frac{1}{i+1}\right) S\left(\frac{1}{i+1}\right) \rightarrow \infty S(0)=\infty
$$

Proposition 2.1. (1) Let $X$ be a nonnegative random variable such that

$$
\begin{equation*}
\mathrm{E} X^{r+s}<\infty \quad \text { with } r<s \text { and } r s>0 \tag{2.10}
\end{equation*}
$$

If

$$
\begin{equation*}
0 \leqslant \alpha \leqslant s-r \quad \text { and } \quad \beta \leqslant \frac{r s}{(r+\alpha)(s-\alpha)} \quad(\leqslant 1) \tag{2.11}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathrm{E} X^{r+\alpha} \mathrm{E} X^{s-\alpha} \leqslant \mathrm{E} X^{r} \mathrm{E} X^{s} \leqslant \beta \mathrm{E} X^{r+\alpha} \mathrm{E} X^{s-\alpha}+(1-\beta) \mathrm{E} X^{r+s} \tag{2.12}
\end{equation*}
$$ or equivalently

$$
\begin{equation*}
\beta \mathrm{C}\left(X^{r+\alpha}, X^{s-\alpha}\right) \leqslant \mathrm{C}\left(X^{r}, X^{s}\right) \leqslant \mathrm{C}\left(X^{r+\alpha}, X^{s-\alpha}\right) \tag{2.13}
\end{equation*}
$$

(2) Let $X$ be a nonnegative random variable such that $\mathrm{E} X^{2 s}<\infty$ with $s \neq 0$. If

$$
\begin{equation*}
0 \leqslant \alpha \leqslant|s| \quad \text { and } \quad \beta \leqslant \frac{s^{2}-\alpha^{2}}{s^{2}} \quad(\leqslant 1) \tag{2.14}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\mathrm{E} X^{s}\right)^{2} \leqslant \mathrm{E} X^{s+\alpha} \mathrm{E} X^{s-\alpha} \leqslant \beta\left(\mathrm{E} X^{s}\right)^{2}+(1-\beta) \mathrm{E} X^{2 s} \tag{2.15}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\beta \mathrm{V} X^{s} \leqslant \mathrm{C}\left(X^{s+\alpha}, X^{s-\alpha}\right) \leqslant \mathrm{V} X^{s} \tag{2.16}
\end{equation*}
$$

Proof. (1) Let $X$ be a nonnegative random variable that satisfies 2.10. Consider $\alpha$ and $\beta$ as in (2.11). Note that, from (2.10) and the Lyapunov inequality, all moments of the random variable $X$ in 2.12) are finite. In fact, for the case $0<$ $r<s, r+s$ is the greatest positive power involved: $0<r, s, r+\alpha, s-\alpha<r+s$. On the other hand, if $r<s<0$, hypothesis 2.10) implies $P(X=0)=0$. Thus, we can define

$$
\begin{equation*}
Y=\frac{1}{X}>0, \quad u=-s, \quad \text { and } \quad v=-r \tag{2.17}
\end{equation*}
$$

Then $0<u<v$ and $\mathrm{E} Y^{u+v}=\mathrm{E} X^{r+s}<\infty$. From the Lyapunov inequality, the following random variables also have finite moments: $Y^{u}=X^{s}, Y^{v}=X^{r}$, $Y^{u+\alpha}=X^{s-\alpha}$, and $Y^{v-\alpha}=X^{r+\alpha}$. Here, all powers of $Y$ are positive, where $u+$ $v$ is the greatest. Note now that, by the definition of covariance, the first and second inequalities of (2.12) are equivalent to the second and first of (2.13), respectively. Hence, it is sufficient to prove the first inequality of (2.12) and the first of (2.13).

CASE $0<r<s$. The first inequality in (2.12) follows from the method of cloning [32], which assumes $0 \leqslant 2 \alpha \leqslant s-r$. As the first condition in 2.11] shows, we have improved this constraint. In fact, considering $Y$ as an independent replica of the random variable $X$, we have

$$
\begin{aligned}
2\left(\mathrm{E} X^{r}\right. & \left.\mathrm{E} X^{s}-\mathrm{E} X^{r+\alpha} \mathrm{E} X^{s-\alpha}\right) \\
& =\mathrm{E} X^{r} \mathrm{E} Y^{s}+\mathrm{E} X^{s} \mathrm{E} Y^{r}-\mathrm{E} X^{r+\alpha} \mathrm{E} Y^{s-\alpha}-\mathrm{E} X^{s-\alpha} \mathrm{E} Y^{r+\alpha} \\
& =\mathrm{E}\left[X^{r} Y^{s}+X^{s} Y^{r}-X^{r+\alpha} Y^{s-\alpha}-X^{s-\alpha} Y^{r+\alpha}\right] \\
& =\mathrm{E}\left[X^{r} Y^{r}\left(Y^{\alpha}-X^{\alpha}\right)\left(Y^{s-r-\alpha}-X^{s-r-\alpha}\right)\right] \\
& \geqslant 0 \quad \text { for } 0 \leqslant \alpha \leqslant s-r
\end{aligned}
$$

Therefore, the first inequality in (2.12) holds. On the other hand, Lemma 2.1 (1) applies even for the case $X=Y$, where $S(x)$ is the marginal survival function of $X$ and $Y$ while the joint survival function is

$$
S(x, y)=\min (S(x), S(y)), \quad x, y \geqslant 0
$$

Then the arguments $x$ and $y$ of (2.4) are interchangeable:

$$
\begin{aligned}
\mathrm{C}\left(X^{r}, X^{s}\right) & =r s \int_{0}^{\infty} \int_{0}^{\infty} x^{r-1} y^{s-1}[S(x, y)-S(x) S(y)] d y d x \\
& =r s \int_{0}^{\infty} \int_{0}^{\infty} x^{s-1} y^{r-1}[S(x, y)-S(x) S(y)] d y d x \quad \text { for } r, s>0
\end{aligned}
$$

Thus, considering (2.11), we have the first inequality in (2.13):

$$
\begin{aligned}
& \mathrm{C}\left(X^{r}, X^{s}\right)-\beta \mathrm{C}\left(X^{r+\alpha}, X^{s-\alpha}\right) \\
& =r s \int_{0}^{\infty} \int_{0}^{\infty} x^{r-1} y^{s-1}[S(x, y)-S(x) S(y)] d y d x \\
& \quad-\beta(r+\alpha)(s-\alpha) \int_{0}^{\infty} \int_{0}^{\infty} x^{r+\alpha-1} y^{s-\alpha-1}[S(x, y)-S(x) S(y)] d y d x \\
& \geqslant r s \int_{0}^{\infty} \int_{0}^{\infty}\left[x^{r-1} y^{s-1}-x^{r+\alpha-1} y^{s-\alpha-1}\right][S(x, y)-S(x) S(y)] d y d x \\
& =\frac{r s}{2} \int_{0}^{\infty} \int_{0}^{\infty}\left[x^{r-1} y^{s-1}+x^{s-1} y^{r-1}-x^{r+\alpha-1} y^{s-\alpha-1}-x^{s-\alpha-1} y^{r+\alpha-1}\right] \\
& \quad \times[S(x, y)-S(x) S(y)] d y d x \\
& =\frac{r s}{2} \int_{0}^{\infty} \int_{0}^{\infty} x^{r-1} y^{r-1}\left(y^{\alpha}-x^{\alpha}\right)\left(y^{s-r-\alpha}-x^{s-r-\alpha}\right)[S(x, y)-S(x) S(y)] d y d x
\end{aligned}
$$

$$
\geqslant 0
$$

CASE $r<s<0$. Define $Y, u$, and $v$ as in 2.17. Then

$$
0 \leqslant \alpha \leqslant s-r=v-u, \quad \beta \leqslant \frac{r s}{(r+\alpha)(s-\alpha)}=\frac{u v}{(u+\alpha)(v-\alpha)}
$$

With $r$ and $s$ replaced by $u$ and $v$, the random variable $Y$ satisfies 2.12):

$$
\begin{equation*}
\mathrm{E} Y^{u+\alpha} \mathrm{E} Y^{v-\alpha} \leqslant \mathrm{E} Y^{u} \mathrm{E} Y^{v} \leqslant \beta \mathrm{E} Y^{u+\alpha} \mathrm{E} Y^{v-\alpha}+(1-\beta) \mathrm{E} Y^{u+v} \tag{2.18}
\end{equation*}
$$

Remember that, from 2.10, it follows that all the moments involved of the random variable $Y$ are finite. Finally, notice that 2.18 is just (2.12).
(2) Consider $\alpha$ and $\beta$ as in (2.14).

CASE $0 \leqslant \alpha<s$. By the definition of variance and covariance, the first and second inequalities of (2.15) are equivalent to the second and first of 2.16, respectively:

$$
\left(\mathrm{E} X^{s}\right)^{2} \leqslant \mathrm{E} X^{s+\alpha} \mathrm{E} X^{s-\alpha} \leqslant \beta\left(\mathrm{E} X^{s}\right)^{2}+(1-\beta) \mathrm{E} X^{2 s}
$$

$$
\begin{aligned}
\left(\mathrm{E} X^{s}\right)^{2}-\mathrm{E} X^{2 s} & \leqslant \mathrm{E} X^{s+\alpha} \mathrm{E} X^{s-\alpha}-\mathrm{E} X^{2 s} \leqslant \beta\left[\left(\mathrm{E} X^{s}\right)^{2}-\mathrm{E} X^{2 s}\right] \\
\beta \mathrm{V} X^{s} & \leqslant \mathrm{C}\left(X^{s+\alpha}, X^{s-\alpha}\right) \leqslant \mathrm{V} X^{s} .
\end{aligned}
$$

Define $u=s-\alpha$ and $v=s+\alpha$. Then $s=u+\alpha=v-\alpha$ and $\beta \leqslant\left(s^{2}-\alpha^{2}\right) / s^{2}=$ $u v /[(u+\alpha)(v-\alpha)]$. Therefore, the last two inequalities are a particular case of (2.13), with

$$
\mathrm{V} X^{s}=\mathrm{C}\left(X^{u+\alpha}, X^{v-\alpha}\right) \quad \text { and } \quad \mathrm{C}\left(X^{s+\alpha}, X^{s-\alpha}\right)=\mathrm{C}\left(X^{u}, X^{v}\right)
$$

CASE $0 \leqslant \alpha<-s$. Since E $X^{2 s}<\infty$, we have $P(X=0)=0$ and all moments involved for the random variable $X$ in (2.15) are finite. Therefore, the conclusions of the above case also hold here.

Finally, the case $0<\alpha=|s|$ is trivial.
Inequalities (2.12) also hold for $r=0<s$, which is the Chebyshev inequality for sums and integrals; see [22, p. 601], [28, Theorems 2.5.1 and 2.5.10], and [19, (3)].

The potential application of Proposition 2.1 is illustrated in the following three corollaries and a remark. In particular, we give new or improve some known inequalities for the ratio of gamma functions.

Corollary 2.1. (1) Let $0<x \leqslant y, x+r+s, r s>0,0 \leqslant \alpha \leqslant s-r$, and $0 \leqslant \rho \leqslant 1$. Then
(2.19) $1 \leqslant \frac{\Gamma(x+r) \Gamma(x+s)}{\Gamma(x+r+\alpha) \Gamma(x+s-\alpha)}$

$$
\leqslant \frac{r s}{(r+\alpha)(s-\alpha)}+\frac{\alpha(s-r-\alpha) \Gamma(x) \Gamma(x+r+s)}{(r+\alpha)(s-\alpha) \Gamma(x+r+\alpha) \Gamma(x+s-\alpha)}
$$

$$
\begin{align*}
1 \leqslant & \frac{\Gamma(x+r) \Gamma(x+s) \Gamma(y+r+\alpha) \Gamma(y+s-\alpha)}{\Gamma(y+r) \Gamma(y+s) \Gamma(x+r+\alpha) \Gamma(x+s-\alpha)}  \tag{2.20}\\
\leqslant & \frac{r s}{(r+\alpha)(s-\alpha)} \\
& +\frac{\alpha(s-r-\alpha) \Gamma(x) \Gamma(x+r+s) \Gamma(y+r+\alpha) \Gamma(y+s-\alpha)}{(r+\alpha)(s-\alpha) \Gamma(y) \Gamma(y+r+s) \Gamma(x+r+\alpha) \Gamma(x+s-\alpha)}
\end{align*}
$$

Moreover, if $r+s+1>0$, then

$$
\begin{align*}
1 \leqslant & \frac{\Gamma(r+1) \Gamma(s+1) \Gamma(\rho(r+\alpha)+1) \Gamma(\rho(s-\alpha)+1)}{\Gamma(\rho r+1) \Gamma(\rho s+1) \Gamma(r+\alpha+1) \Gamma(s-\alpha+1)}  \tag{2.21}\\
\leqslant & \frac{r s}{(r+\alpha)(s-\alpha)} \\
& +\frac{\alpha(s-r-\alpha) \Gamma(r+s+1) \Gamma(\rho(r+\alpha)+1) \Gamma(\rho(s-\alpha)+1)}{(r+\alpha)(s-\alpha) \Gamma(\rho(r+s)+1) \Gamma(r+\alpha+1) \Gamma(s-\alpha+1)}
\end{align*}
$$

(2) Let $0<x \leqslant y, x+2 s>0,0 \leqslant \alpha \leqslant|s|$, and $0 \leqslant \rho \leqslant 1$. Then

$$
\begin{align*}
1 & \leqslant \frac{\Gamma(x+s+\alpha) \Gamma(x+s-\alpha)}{\Gamma^{2}(x+s)} \leqslant \frac{s^{2}-\alpha^{2}}{s^{2}}+\frac{\alpha^{2} \Gamma(x) \Gamma(x+2 s)}{s^{2} \Gamma^{2}(x+s)}  \tag{2.22}\\
1 & \leqslant \frac{\Gamma(x+s+\alpha) \Gamma(x+s-\alpha) \Gamma^{2}(y+s)}{\Gamma(y+s+\alpha) \Gamma(y+s-\alpha) \Gamma^{2}(x+s)}  \tag{2.23}\\
& \leqslant \frac{s^{2}-\alpha^{2}}{s^{2}}+\frac{\alpha^{2} \Gamma(x) \Gamma(x+2 s) \Gamma^{2}(y+s)}{s^{2} \Gamma(y) \Gamma(y+2 s) \Gamma^{2}(x+s)}
\end{align*}
$$

Moreover, if $2 s+1>0$, then

$$
\begin{align*}
1 & \leqslant \frac{\Gamma(s+\alpha+1) \Gamma(s-\alpha+1) \Gamma^{2}(\rho s+1)}{\Gamma(\rho(s+\alpha)+1) \Gamma(\rho(s-\alpha)+1) \Gamma^{2}(s+1)}  \tag{2.24}\\
& \leqslant \frac{s^{2}-\alpha^{2}}{s^{2}}+\frac{\alpha^{2} \Gamma(2 s+1) \Gamma^{2}(\rho s+1)}{s^{2} \Gamma(2 \rho s+1) \Gamma^{2}(s+1)}
\end{align*}
$$

Proof. Let $X$ be a positive random variable, $0<x \leqslant y$, and $0 \leqslant \rho \leqslant 1$.
(1) For $r s>0$ and $0 \leqslant \alpha \leqslant s-r$, (2.12) is equivalent to

$$
\begin{align*}
1 & \leqslant \frac{\mathrm{E} X^{r} \mathrm{E} X^{s}}{\mathrm{E} X^{r+\alpha} \mathrm{E} X^{s-\alpha}}  \tag{2.25}\\
& \leqslant \frac{r s}{(r+\alpha)(s-\alpha)}+\frac{\alpha(s-r-\alpha)}{(r+\alpha)(s-\alpha)} \frac{\mathrm{E} X^{r+s}}{\mathrm{E} X^{r+\alpha} \mathrm{E} X^{s-\alpha}}
\end{align*}
$$

whenever all these moments are finite. In particular, if the distribution for $X$ is gamma with parameters of shape $x>0$ and of scale 1 , then

$$
\begin{equation*}
\mathrm{E} X^{t}=\frac{\Gamma(x+t)}{\Gamma(x)}, \quad x+t>0 \tag{2.26}
\end{equation*}
$$

Therefore, 2.19 holds. Similarly, 2.20 is given by 2.25 for the particular case of a beta distribution, with shape parameters $x, y-x>0$. Here

$$
\begin{equation*}
\mathrm{E} X^{t}=\frac{\Gamma(y) \Gamma(x+t)}{\Gamma(x) \Gamma(y+t)}, \quad x+t>0 \tag{2.27}
\end{equation*}
$$

Now, for a random variable $X$ with a stable distribution, with characteristic exponent $0<\rho<1$, its moments are

$$
\begin{equation*}
\mathrm{E} X^{t}=\frac{\Gamma(1-t / \rho)}{\Gamma(1-t)}, \quad t<\rho \tag{2.28}
\end{equation*}
$$

See [24, Lemma 5] and [30, (3.50)]. From (2.25) and 2.28), we have

$$
\begin{aligned}
1 \leqslant & \frac{\Gamma(1-r / \rho) \Gamma(1-s / \rho) \Gamma(1-r-\alpha) \Gamma(1-s+\alpha)}{\Gamma(1-r) \Gamma(1-s) \Gamma(1-(r+\alpha) / \rho) \Gamma(1-(s-\alpha) / \rho)} \leqslant \frac{r s}{(r+\alpha)(s-\alpha)} \\
& +\frac{\alpha(s-r-\alpha) \Gamma(1-(r+s) / \rho) \Gamma(1-r-\alpha) \Gamma(1-s+\alpha)}{(r+\alpha)(s-\alpha) \Gamma(1-r-s) \Gamma(1-(r+\alpha) / \rho) \Gamma(1-(s-\alpha) / \rho)}
\end{aligned}
$$

for $r+s<\rho<1$. Let us consider the next reparameterization for $r$, $s$, and $\alpha$ :

$$
u=-\frac{s}{\rho}, \quad v=-\frac{r}{\rho}, \quad \text { and } \quad \gamma=\frac{\alpha}{\rho}
$$

Then $u v, u+v+1>0,0 \leqslant \gamma \leqslant v-u$, and

$$
\begin{aligned}
1 \leqslant & \frac{\Gamma(1+v) \Gamma(1+u) \Gamma(1+\rho(v-\gamma)) \Gamma(1+\rho(u+\gamma))}{\Gamma(1+\rho v) \Gamma(1+\rho u) \Gamma(1+v-\gamma) \Gamma(1+u+\gamma)} \\
\leqslant & \frac{u v}{(v-\gamma)(u+\gamma)} \\
& +\frac{\gamma(v-u-\gamma) \Gamma(1+u+v) \Gamma(1+\rho(v-\gamma)) \Gamma(1+\rho(u+\gamma))}{(v-\gamma)(u+\gamma) \Gamma(1+\rho(u+v)) \Gamma(1+v-\gamma) \Gamma(1+u+\gamma)}
\end{aligned}
$$

Thus, 2.21) is obtained by letting $r=u, s=v$, and $\alpha=\gamma$. Here $r s, r+s+1>0$, $0 \leqslant \alpha \leqslant s-r$, together with $0 \leqslant \rho \leqslant 1$.
(2) The inequalities in 2.15) are equivalent to

$$
1 \leqslant \frac{\mathrm{E} X^{s+\alpha} X^{s-\alpha}}{\left(\mathrm{E} X^{s}\right)^{2}} \leqslant \frac{s^{2}-\alpha^{2}}{s^{2}}+\frac{\alpha^{2} \mathrm{E} X^{2 s}}{s^{2}\left(\mathrm{E} X^{s}\right)^{2}}, \quad 0 \leqslant \alpha \leqslant|s| .
$$

Therefore, (2.22), 2.23), and (2.24) follow from (2.26, 2.27, and 2.28), respectively.

Corollary 2.2. (1) Let $x, y, x+r+s>0$ and $r s \geqslant 0$. Then
(2.29) $1+\frac{r s}{x+r+s} \leqslant \frac{\Gamma(x) \Gamma(x+r+s)}{\Gamma(x+r) \Gamma(x+s)}$,
(2.30) $1+\frac{r s}{x+s-1} \leqslant \frac{\Gamma(x) \Gamma(x+r+s)}{\Gamma(x+r) \Gamma(x+s)} \quad$ for $s-r \geqslant 1$,
(2.31) $1+\frac{r s}{x(x+r+s)} \leqslant \frac{\Gamma(x) \Gamma(x+r+s)}{\Gamma(x+r) \Gamma(x+s)}$

$$
\begin{array}{r}
\leqslant 1+\frac{r s(2 x+r+s) \Gamma(2 x+r+s)}{x(x+r)(x+s)(x+r+s) \Gamma(x+r) \Gamma(x+s)} \\
\text { for } r, s \geqslant 0
\end{array}
$$

(2.32)

$$
1+\frac{s^{2}}{x+2 s} \leqslant \frac{\Gamma(x) \Gamma(x+2 s)}{\Gamma^{2}(x+s)} \quad \text { for } x+2 s>0
$$

(2.33) $1+\frac{s^{2}}{x(x+2 s)} \leqslant \frac{\Gamma(x) \Gamma(x+2 s)}{\Gamma^{2}(x+s)} \leqslant 1+\frac{2 s^{2} \Gamma(2(x+s))}{x(x+s)(x+2 s) \Gamma^{2}(x+s)}$

$$
\text { for } s \geqslant 0
$$

$$
\begin{equation*}
\frac{(x+y)(x+y+1)(1-x y)}{x y(x+1)(y+1)} \leqslant \frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} \leqslant \frac{(x+y)(x+y+1)}{x y(x+1)(y+1)} \tag{2.34}
\end{equation*}
$$

$$
\begin{equation*}
\frac{x(x+1)^{2}}{2(2 x+1)} \leqslant \frac{\Gamma(2 x)}{\Gamma^{2}(x)} \leqslant \frac{x(x+1)}{2(2 x+1)(1-x)} \tag{2.35}
\end{equation*}
$$

( $0<x<1$ for the last inequality),

$$
\begin{equation*}
\frac{x+1 / 2}{\sqrt{x+1}} \leqslant \frac{\Gamma(x+1)}{\Gamma(x+1 / 2)} \leqslant \sqrt{x+\frac{x \Gamma(2 x)}{(x+1)(x+1 / 2) \Gamma^{2}(x+1 / 2)}} \tag{2.36}
\end{equation*}
$$

(2.37) $1+\frac{(y-x)^{2}}{4 x y} \leqslant \frac{\Gamma(x) \Gamma(y)}{\Gamma^{2}((x+y) / 2)} \leqslant 1+\frac{(y-x)^{2} \Gamma(x+y)}{x y(x+y) \Gamma^{2}((x+y) / 2)}$,
(2.38) $1+\frac{(y-x)^{2}}{4 \min (x, y)} \leqslant \frac{\Gamma(x) \Gamma(y)}{\Gamma^{2}((x+y) / 2)} \leqslant \frac{x+y}{2 \min (x, y)}$ ( $|y-x| \leqslant 2$ for the last inequality).
(2) Let $0<x \leqslant y, x+r+s>0$, $r s \geqslant 0$, and $0 \leqslant \rho \leqslant 1$. Then
(2.39) $1+\frac{r s(y-x)}{(x+s-1)(y+r)} \leqslant \frac{\Gamma(x) \Gamma(y+r) \Gamma(y+s) \Gamma(x+r+s)}{\Gamma(y) \Gamma(x+r) \Gamma(x+s) \Gamma(y+r+s)}$

$$
\text { for } s-r \geqslant 1
$$

(2.40) $1+\frac{s^{2}(y-x)}{(x+s-1)(y+s)} \leqslant \frac{\Gamma(x) \Gamma(x+2 s) \Gamma^{2}(y+s)}{\Gamma(y) \Gamma(y+2 s) \Gamma^{2}(x+s)}$

$$
\text { for } x+2 s>0,|s| \geqslant 1
$$

$$
\begin{align*}
& 1 \leqslant \frac{\Gamma(r+s+1) \Gamma(\rho r+1) \Gamma(\rho s+1)}{\Gamma(\rho(r+s)+1) \Gamma(r+1) \Gamma(s+1)} \quad \text { for } r+s+1>0  \tag{2.41}\\
& \frac{\Gamma(\rho x) \Gamma(\rho y)}{\Gamma^{2}(\rho(x+y) / 2)} \leqslant \frac{\Gamma(x) \Gamma(y)}{\Gamma^{2}((x+y) / 2)} \leqslant \frac{4 x y \Gamma(\rho x) \Gamma(\rho y)}{(x+y)^{2} \Gamma^{2}(\rho(x+y) / 2)}  \tag{2.42}\\
& \quad+\frac{\rho(y-x)^{2} \Gamma(x+y) \Gamma(\rho x) \Gamma(\rho y)}{(x+y)^{2} \Gamma^{2}((x+y) / 2) \Gamma(\rho(x+y))} \quad \text { for } 0<\rho \leqslant 1
\end{align*}
$$

Proof. (1) Inequalities 2.29-2.31 follow from the second inequality in (2.19). With $\alpha=1<s-r$, we have

$$
\begin{gathered}
\frac{x+s-1}{x+r} \leqslant \frac{r s}{(r+1)(s-1)}+\frac{(s-r-1)(x+s-1) \Gamma(x) \Gamma(x+r+s)}{(r+1)(s-1)(x+r) \Gamma(x+r) \Gamma(x+s)} \\
\begin{aligned}
\frac{\Gamma(x) \Gamma(x+r+s)}{\Gamma(x+r) \Gamma(x+s)} & \geqslant\left(\frac{x+s-1}{x+r}-\frac{r s}{(r+1)(s-1)}\right) \frac{(r+1)(s-1)(x+r)}{(s-r-1)(x+s-1)} \\
& =1+\frac{r s}{x+s-1}
\end{aligned}
\end{gathered}
$$

Thus, 2.30 holds. Moreover, 2.29 is given by 2.30 with the reparameterization $v=s-1 \geqslant r$, together with symmetry arguments between $r$ and $v$. Similarly, for $x=1, r>0$, and $0 \leqslant \alpha \leqslant s-r, 2.19$ gives

$$
\begin{aligned}
1 & \leqslant \frac{r s \Gamma(r) \Gamma(s)}{(r+\alpha)(s-\alpha) \Gamma(r+\alpha) \Gamma(s-\alpha)} \\
& \leqslant \frac{r s}{(r+\alpha)(s-\alpha)}+\frac{\alpha(s-r-\alpha)(r+s) \Gamma(r+s)}{(r+\alpha)^{2}(s-\alpha)^{2} \Gamma(r+\alpha) \Gamma(s-\alpha)} \\
1+\frac{\alpha(s-r-\alpha)}{r s} & \leqslant \frac{\Gamma(r) \Gamma(s)}{\Gamma(r+\alpha) \Gamma(s-\alpha)} \\
& \leqslant 1+\frac{\alpha(r+s)(s-r-\alpha) \Gamma(r+s)}{r s(r+\alpha)(s-\alpha) \Gamma(r+\alpha) \Gamma(s-\alpha)}
\end{aligned}
$$

Then (2.31) is obtained by a reparameterization such that $x>0$ and $r, s \geqslant 0$.
On the other hand, with $r=s$, inequalities (2.32) and (2.33) are particular cases of (2.29) and (2.31), respectively.

For $x=1$ in 2.31, we have

$$
\begin{aligned}
\frac{(r+1)(s+1)}{r+s+1} & \leqslant \frac{\Gamma(r+s+1)}{\Gamma(r+1) \Gamma(s+1)} \\
& \leqslant 1+\frac{r s(r+s+2) \Gamma(r+s+2)}{(r+1)(s+1)(r+s+1) \Gamma(r+1) \Gamma(s+1)} \\
\frac{r s(r+1)(s+1)}{(r+s)(r+s+1)} & \leqslant \frac{\Gamma(r+s)}{\Gamma(r) \Gamma(s)} \leqslant \frac{r s(r+1)(s+1)}{(r+s)(r+s+1)(1-r s)}
\end{aligned}
$$

The last inequality applies only for $0<r s<1$. Therefore, we obtain (2.34). The particular case $x=y$ gives (2.35).

On the other hand, 2.36) is implied by the particular case $s=1 / 2$ of (2.33). Inequalities 2.37) are a symmetrical form of 2.33.

The denominator in the lower bound of inequality (2.32) can be replaced by $\min (x, x+2 s)$; look at the case $0<x+2 s<x$. Thus, the first inequality of (2.38) holds. On the other hand, the second inequality follows from the first one of (2.24). In fact, for $\alpha=1<s$, we get

$$
\frac{\Gamma(\rho(s+1)) \Gamma(\rho(s-1))}{\Gamma^{2}(\rho s)} \leqslant \frac{s}{s-1} \quad \text { for } 0<\rho \leqslant 1<s
$$

With a reparameterization, this gives

$$
\frac{\Gamma(x) \Gamma(y)}{\Gamma^{2}((x+y) / 2)} \leqslant \frac{x+y}{2 x} \quad \text { for } 0<x<y \leqslant x+2
$$

from which the second inequality of 2.38 follows by arguments of symmetry between $x$ and $y$, for $x, y>0$ and $|y-x| \leqslant 2$.
(2) For the particular case $\alpha=1$, the second inequalities in 2.20) and 2.23 represent (2.39) and (2.40), respectively.

On the other hand, the first inequality of (2.21), with $r=0 \leqslant \alpha \leqslant s$, implies

$$
1 \leqslant \frac{\Gamma(s+1) \Gamma(\rho \alpha+1) \Gamma(\rho(s-\alpha)+1)}{\Gamma(\rho s+1) \Gamma(\alpha+1) \Gamma(s-\alpha+1)}
$$

Similarly, for $s=0 \leqslant \alpha \leqslant-r<1$, (2.21) gives

$$
1 \leqslant \frac{\Gamma(r+1) \Gamma(\rho(r+\alpha)+1) \Gamma(1-\rho \alpha)}{\Gamma(\rho r+1) \Gamma(r+\alpha+1) \Gamma(1-\alpha)}
$$

Through a reparameterization, both of these inequalities are written as 2.41. Another implication from (2.21) is 2.42), with $\alpha=(s-r) / 2$ and $0<r \leqslant s$.

REMARK 2.1. (1) In (2.20) we give a double inequality, where the first generalizes the inequality in [3, Theorem 2.5]. Indeed, for $x=1$ and through the reparameterization $u=s, v=y-1+s, a=\alpha$, and $b=s-r-\alpha$, 2.20) can be written as

$$
\begin{aligned}
1 \leqslant & \frac{\Gamma(u+1) \Gamma(u-a-b+1) \Gamma(v-a+1) \Gamma(v-b+1)}{\Gamma(u-a+1) \Gamma(u-b+1) \Gamma(v+1) \Gamma(v-a-b+1)} \\
\leqslant & \frac{u(u-a-b)}{(u-a)(u-b)} \\
& +\frac{a b \Gamma(2 u-a-b+1) \Gamma(v-a+1) \Gamma(v-b+1)}{(u-a)(u-b) \Gamma(v-u+1) \Gamma(v+u-a-b+1) \Gamma(u-a+1) \Gamma(u-b+1)}
\end{aligned}
$$

where $a, b, v-u \geqslant 0$ and $2 u-a-b+1, u(u-a-b)>0$.
(2) The Bustoz and Ismail inequality [4, (4.4)] is

$$
\begin{equation*}
1 \leqslant \frac{\Gamma(x) \Gamma(x+r+s)}{\Gamma(x+r) \Gamma(x+s)}, \quad x>0, r, s \geqslant 0 \tag{2.43}
\end{equation*}
$$

See also [9, Theorem 4]. Inequalities (2.29, 2.30, and the first in 2.31) improve 2.43 . The improvements additionally include an extended range for the parameters together with the new double inequality (2.31). On the other hand, with the additional constraint $s-r \geqslant 1$, 2.30) is better than 2.29). Additionally, the first inequality in (2.31) is better than 2.29) for $0<x<1$, and than (2.30) for $0<r \leqslant s-1$ and small $x$ :

$$
0<x<\left(\left[(r+s-1)^{2}+4(s-1)\right]^{1 / 2}-(r+s-1)\right) / 2
$$

(3) The Gurland inequality [14, (1)] states

$$
1+\frac{s^{2}}{x} \leqslant \frac{\Gamma(x) \Gamma(x+2 s)}{\Gamma^{2}(x+s)}, \quad x, x+2 s>0
$$

This inequality is improved by 2.32 and the first inequality of (2.33), for the cases $0<x+2 s<x$ and $x+2 s<1$ respectively. Moreover, 2.33 is a double inequality. The Gurland ratio has been widely studied; see, for instance, [13, 37, 5, 35, 10, 21, 27, 34, 40].
(4) From [17, (3.2)], it follows that

$$
\begin{equation*}
\frac{x+y-x y}{x y} \leqslant \frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} \leqslant \frac{x+y}{x y(x y+1)}, \quad 0<x, y \leqslant 1 \tag{2.44}
\end{equation*}
$$

The second inequality also holds for $x, y>1$; see [18, (3.1)]. For $x$ and $y$ near zero, the first inequality in (2.34) improves the one of (2.44). In fact,

$$
\frac{x+y-x y}{x y} \leqslant \frac{(x+y)(x+y+1)(1-x y)}{x y(x+1)(y+1)} \Longleftrightarrow(x+y)^{2} \leqslant(1-x)(1-y)
$$

Our contribution in the second inequality of (2.34) is a range without constraints of arguments. Moreover, this inequality improves [29, (13)] or [3, (3.3)] and [9, (3.16)] for $x, y$ near zero: $x^{2}+x y+y^{2}<1$.
(5) From [3, (3.11)] and [17, (2.8)], it follows that

$$
\begin{equation*}
\frac{x}{2} \leqslant \frac{\Gamma(2 x)}{\Gamma^{2}(x)} \leqslant \frac{x}{2-x}, \quad x>0(0<x \leqslant 1 \text { for the last inequality }) \tag{2.45}
\end{equation*}
$$

Our first inequality in (2.35) improves the one of 2.45, whereas the second one is also better than the respective inequality for $0<x<1 / 3$.
(6) For $s=1 / 2,[34,(2.8)]$ states

$$
\begin{equation*}
\sqrt{x} \leqslant \frac{\Gamma(x+1)}{\Gamma(x+1 / 2)} \leqslant \sqrt{x+1 / 2}, \quad x>0 \tag{2.46}
\end{equation*}
$$

The first inequality in 2.36) improves the lower bound of 2.46. Moreover, from the second inequality in (2.45), the second inequality in 2.36) is also better than the respective upper bound of (2.46), for at least $0<x \leqslant 1 / 2$.
(7) From [17, (1.7) and (3.1)], it follows that

$$
\begin{equation*}
1+\frac{(y-x)^{2}}{4 x y} \leqslant \frac{\Gamma(x) \Gamma(y)}{\Gamma^{2}((x+y) / 2)} \leqslant \frac{x^{2}+y^{2}}{2 x y}, \quad x, y>0 \tag{2.47}
\end{equation*}
$$

( $0<x, y \leqslant 1$ for the last inequality). In (2.37), we give an alternative method to obtain the first inequality in (2.47). Moreover, the first inequality in (2.38) improves the one of 2.47 for $\max (x, y)>1$. Also the range of values for the second inequality is improved and widened. In fact,

$$
1+\frac{(y-x)^{2} \Gamma(x+y)}{x y(x+y) \Gamma^{2}((x+y) / 2)} \leqslant \frac{x^{2}+y^{2}}{2 x y}
$$

$$
\frac{\Gamma(x+y)}{\Gamma^{2}((x+y) / 2)} \leqslant \frac{x+y}{2}
$$

The last relationship is deduced from 2.45:

$$
\frac{\Gamma(x+y)}{\Gamma^{2}((x+y) / 2)} \leqslant \frac{(x+y) / 2}{2-(x+y) / 2} \leqslant \frac{x+y}{2}, \quad x, y>0, x+y<2
$$

For $|y-x|>1$, the lower bound of (2.38) improves the one of [10, (6)]:

$$
1+\frac{(y-x)^{2}}{4} \sum_{k=0}^{\infty} \frac{1}{(x+k)(y+k)} \leqslant \frac{\Gamma(x) \Gamma(y)}{\Gamma^{2}((x+y) / 2)}, \quad x, y>0
$$

See also [27, (6) and (40)]. In fact, for $0<x<y-1$,

$$
\begin{aligned}
1+\sum_{k=0}^{\infty} \frac{(y-x)^{2} / 4}{(x+k)(y+k)} & <1+\sum_{k=0}^{\infty} \frac{(y-x)^{2} / 4}{(x+k)(x+k+1)} \\
& =1+\frac{(y-x)^{2}}{4} \lim _{n \rightarrow \infty} \frac{n+1}{x(x+n+1)}=1+\frac{(y-x)^{2}}{4 x}
\end{aligned}
$$

(8) Finally, we have not found a reference for inequalities 2.39)-2.42.

Corollary 2.3. Let $X$ be a nonnegative random variable such that $\mathrm{E} X^{r+s+k}<\infty$ for $0<r<s$ and all $k \geqslant 0$. Let $h(x)$ be an analytic function with $h^{(k)}(0) \geqslant 0$ for $k \geqslant 0$. If $0 \leqslant \alpha \leqslant s-r$ and $\beta \leqslant r /(r+\alpha)$, then

$$
\begin{align*}
& \mathrm{E} X^{r+\alpha} \mathrm{E}\left[X^{s-\alpha} h(X)\right] \leqslant \mathrm{E} X^{r} \mathrm{E}\left[X^{s} h(X)\right]  \tag{2.48}\\
& \quad \leqslant \beta \mathrm{E} X^{r+\alpha} \mathrm{E}\left[X^{s-\alpha} h(X)\right]+(1-\beta) \mathrm{E}\left[X^{r+s} h(X)\right]
\end{align*}
$$

In particular, if $h(x)=\exp (x)$ for $x \geqslant 0$, then

$$
\begin{aligned}
\mathrm{E} X^{r+\alpha} \mathrm{E}\left[X^{s-\alpha} e^{X}\right] & \leqslant \mathrm{E} X^{r} \mathrm{E}\left[X^{s} e^{X}\right] \\
& \leqslant \beta \mathrm{E} X^{r+\alpha} \mathrm{E}\left[X^{s-\alpha} e^{X}\right]+(1-\beta) \mathrm{E}\left[X^{r+s} e^{X}\right]
\end{aligned}
$$

Proof. Inequalities (2.48) follow immediately by applying (2.12) to each of the terms of the Taylor expansion around $x=0$ of $h(x)$. In addition to the conditions in 2.11, we need $\beta \leqslant r /(r+\alpha)$.

Other known inequalities involving the quotients of functions can be recovered from Proposition 2.1. For instance, the inequality

$$
1 \leqslant \frac{\left(e^{y}-1\right) / y}{\left(e^{x}-1\right) / x} \quad \text { for } x \leqslant y
$$

follows from 2.12) or (2.15), where the underlying distribution of the random variable $X$ is $\log$ normal, with parameters $\mu=0$ and $\sigma=1$.

## 3. FINITE SUMS

This section gives a new inequality for finite sums of nonnegative or nonpositive numbers involving the exponential function. For some cases, this inequality even improves the Cauchy-Bunyakovsky-Schwarz inequality. Its extension to the case of nonnegative or nonpositive random variables is an open problem. This section is self-contained.

Proposition 3.1. For $x_{1}, \ldots, x_{n} \geqslant 0$ or $x_{1}, \ldots, x_{n} \leqslant 0$,

$$
\begin{equation*}
\left(\sum_{i=1}^{n} x_{i} e^{x_{i}}\right)^{2} \leqslant \sum_{i=1}^{n} x_{i}^{2} e^{x_{i}} \sum_{i=1}^{n}\left(e^{x_{i}}-1\right)+\left(\sum_{i=1}^{n}\left(e^{x_{i}}-1\right)\right)^{2} \tag{3.1}
\end{equation*}
$$

Proof. For $n=1$, we have
$\left(e^{x}-1\right)^{2}+x^{2} e^{x}\left(e^{x}-1\right)-\left(x e^{x}\right)^{2}=\left(e^{x}+x e^{x / 2}-1\right)\left(e^{x}-x e^{x / 2}-1\right), \quad x \in \mathbb{R}$.
The first factor of the right-hand side is positive [negative] if $x>0[x<0]$. The sign of the second factor is the same, since the auxiliary function

$$
g(x)=e^{x}-x e^{x / 2}-1 \quad \text { for } x \in \mathbb{R}
$$

is increasing, with $g(0)=0$ :

$$
g^{\prime}(x)=e^{x}-\left(1+\frac{x}{2}\right) e^{x / 2}=e^{x / 2}\left(e^{x / 2}-1-\frac{x}{2}\right)>0, \quad x \neq 0
$$

For $n \geqslant 2$, we have

$$
\begin{align*}
& \left(\sum_{i=1}^{n}\left(e^{x_{i}}-1\right)\right)^{2}+\sum_{i=1}^{n} x_{i}^{2} e^{x_{i}} \sum_{i=1}^{n}\left(e^{x_{i}}-1\right)-\left(\sum_{i=1}^{n} x_{i} e^{x_{i}}\right)^{2}  \tag{3.2}\\
& =\sum_{i=1}^{n}\left(e^{x_{i}}-1\right)^{2}+2 \sum_{i<j}\left(e^{x_{i}}-1\right)\left(e^{x_{j}}-1\right)+\sum_{i=1}^{n} x_{i}^{2} e^{x_{i}}\left(e^{x_{i}}-1\right) \\
& \quad+\sum_{i \neq j} x_{i}^{2} e^{x_{i}}\left(e^{x_{j}}-1\right)-\left(\sum_{i=1}^{n} x_{i}^{2} e^{2 x_{i}}+2 \sum_{i<j} x_{i} x_{j} e^{x_{i}+x_{j}}\right) \\
& =\sum_{i=1}^{n}\left[\left(e^{x_{i}}-1\right)^{2}+x_{i}^{2} e^{x_{i}}\left(e^{x_{i}}-1\right)-x_{i}^{2} e^{2 x_{i}}\right]+\sum_{i<j}\left[2\left(e^{x_{i}}-1\right)\left(e^{x_{j}}-1\right)\right. \\
& \left.\quad+x_{i}^{2} e^{x_{i}}\left(e^{x_{j}}-1\right)+x_{j}^{2} e^{x_{j}}\left(e^{x_{i}}-1\right)-2 x_{i} x_{j} e^{x_{i}+x_{j}}\right] \\
& =\sum_{i=1}^{n}\left[\left(e^{x_{i}}-1\right)^{2}+x_{i}^{2} e^{x_{i}}\left(e^{x_{i}}-1\right)-x_{i}^{2} e^{2 x_{i}}\right]+\sum_{i<j} g\left(x_{i}, x_{j}\right)
\end{align*}
$$

where $g(x, y)$ is the auxiliary function

$$
g(x, y)=2\left(e^{x}-1\right)\left(e^{y}-1\right)+x^{2} e^{x}\left(e^{y}-1\right)+y^{2} e^{y}\left(e^{x}-1\right)-2 x y e^{x+y}
$$

for $x y \geqslant 0$. From the case $n=1$, it follows that the terms of the first sum on the right-hand side in (3.2) are nonnegative. It remains to verify that $g(x, y) \geqslant 0$. We note that $g(0, y)=0$. We prove

$$
g(0, y)<g(x, y) \quad \text { for } x y>0
$$

It is enough to show that $g_{x}(x, y)>[<] 0$ for $x, y>[<] 0$. First, we consider the case $x, y>0$ :

$$
\begin{aligned}
g(x, y) & =\left(2+(x-y)^{2}\right) e^{x+y}-\left(2+x^{2}\right) e^{x}-\left(2+y^{2}\right) e^{y}+2 \\
g_{x}(x, y) & =\left(2+(x-y)^{2}+2(x-y)\right) e^{x+y}-\left(2+x^{2}+2 x\right) e^{x} \\
& =\left[\left(1+(1+x-y)^{2}\right) e^{y}-\left(1+(1+x)^{2}\right)\right] e^{x}>0
\end{aligned}
$$

because the function

$$
h(x, y)=\left(1+(1+x-y)^{2}\right) e^{y}, \quad x, y \geqslant 0
$$

is increasing with respect to $y$ :

$$
h_{y}(x, y)=\left(1+(1+x-y)^{2}-2(1+x-y)\right) e^{y}=(x-y)^{2} e^{y} \geqslant 0
$$

Otherwise, for $x, y<0$, the function $h(x, y)$ also increases with respect to $y$. In this case, $g_{x}(x, y)<0$ and $g(x, y)>g(0, y)=0$.

Inequality (3.1) improves the Cauchy-Bunyakovsky-Schwarz inequality when the values $x_{i}$ are close to zero. To see this, we verify the second inequality of

$$
\begin{equation*}
a^{2} \overline{x y}{ }^{2} \leqslant a^{2} \overline{x^{2} y}(\bar{y}-1)+(\bar{y}-1)^{2} \leqslant a^{2} \overline{x^{2}} \overline{y^{2}} \quad \text { for } 0 \leqslant a \approx 0 \tag{3.3}
\end{equation*}
$$

$\underline{\text { with }} y_{i}=y_{i}(a)=e^{a x_{i}}, i=1, \ldots, n$, and $n \bar{y}=\sum_{i=1}^{n} y_{i}$. Similarly, we define $\overline{x^{2}}$, $\overline{y^{2}}, \overline{x y}$, and $\overline{x^{2} y}$. We consider the auxiliary function

$$
h(a)=a^{2}\left(\overline{x^{2}} \overline{y^{2}}-\overline{x^{2} y}(\bar{y}-1)\right)-(\bar{y}-1)^{2}, \quad a \geqslant 0 .
$$

Then

$$
h^{\prime \prime}(0)=2\left(\overline{x^{2}}-\bar{x}^{2}\right)>0=h^{\prime}(0)=h(0)
$$

with

$$
\begin{aligned}
h^{\prime}(a)= & a^{2}\left(2 \overline{x^{2}} \overline{x y^{2}}-\overline{x y} \overline{x^{2} y}-\overline{x^{3} y}(\bar{y}-1)\right) \\
& +2 a\left(\overline{x^{2}} \overline{y^{2}}-\overline{x^{2} y}(\bar{y}-1)\right)-2 \overline{x y}(\bar{y}-1), \\
h^{\prime \prime}(a)= & a^{2}\left(4 \overline{x^{2}} \overline{x^{2} y^{2}}-\overline{x^{2} y}{ }^{2}-2 \overline{x y} \overline{x^{3} y}-\overline{x^{4} y}(\bar{y}-1)\right) \\
& +4 a\left(2 \overline{x^{2}} \overline{x y^{2}}-\overline{x y} \overline{x^{2} y}-\overline{x^{3} y}(\bar{y}-1)\right)
\end{aligned}
$$

$$
+2\left(\overline{x^{2}} \overline{y^{2}}-2 \overline{x^{2} y}(\bar{y}-1)-\overline{x y}{ }^{2}\right)
$$

Here, we have assumed a positive sample variance. Therefore, there exists $a_{0}>$ 0 such that the second inequality in 3.3 holds for $0 \leqslant a \leqslant a_{0}$. However, the inequality is reversed when $a \rightarrow \infty$. This is clear for the case of nonpositive data, since $\lim _{a \rightarrow \infty} h(a)=-1$. For the case of nonnegative data, the dominant term of the auxiliary function $h(a)$ is not bounded below: $-\left[a^{2}\left(x_{(n)}^{2}-\overline{x^{2}}\right)+1\right] e^{2 a x_{(n)}}<0$, where $x_{(n)}>0$ denotes the sample maximum.
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